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ABSTRACT

Mobile devices are becoming a primary medium for personal information gathering, management, and sharing. Managing personal image data on mobile platforms is a difficult problem due to large data set size, content diversity, heterogeneous individual usage patterns, and resource constraints. This article presents a user-centric system, called iScope, for personal image management and sharing on mobile devices. iScope uses multi-modality clustering of both content and context information for efficient image management and search, and online learning techniques for predicting images of interest. It also supports distributed content-based search among networked devices while maintaining the same intuitive interface, enabling efficient information sharing among people. We have implemented iScope and conducted in-field experiments using networked Nokia N810 portable Internet tablets. Energy efficiency was a primary design focus during the design and implementation of the iScope search algorithms. Experimental results indicate that iScope improves search time and search energy by 4.1× and 3.8× on average, relative to browsing.

Categories and Subject Descriptors
C.5 [COMPUTER SYSTEM IMPLEMENTATION]: Portable Devices; H.3 [INFORMATION STORAGE AND RETRIEVAL]: Information Search and Retrieval

General Terms
Algorithms, Design, Management

Keywords
Retrieval, Management, Energy, Performance

1. Introduction

Personal, portable communication and computation devices are now part of hundreds of millions of lives, often in the form of smart-phones. Emerging mobile applications and services are the main driving forces behind the increasing prevalence of personal mobile systems. From Daniel Henderson’s 1993 prototype, intellect, which can receive and display images and video media [1], to the first photo taken by Philippe Kahn in 1997 using a camera phone and shared instantly with more than 2,000 families [2], the functionality and adoption of personal portable devices have continuously increased. Today’s personal portable devices, such as the iPhone from Apple, Blackberry from RIM, and Android phone from Google, have integrated a variety of system functions, such as global positioning system (GPS), cameras, sensors, large touch screens, and easy-to-use interfaces. Global mobile phone subscriptions have reached 3.3 billion in 2007 [3]. Users are able to capture information anywhere and anytime. In addition, these devices are heavily used for information sharing and social interaction.

Mobile devices are the first-level interface for capturing and sharing multimedia data such as images. They are therefore a natural image data management platform. Managing image data on mobile devices, however, is a challenging problem. A picture may be worth a thousand words, but without knowing the words that describe it, search can be difficult. Manual image annotation is tedious and time consuming. Content-based image retrieval (CBIR), which automatically extracts representative features from raw data and uses the extracted features to locate content of interest, largely automates managing and exploring image data [4]. Despite the recent progress in CBIR, managing image data on personal mobile systems is challenging due to large data set size, content diversity, heterogeneous user interests and usage patterns, and resource constraints.

• Energy-induced constraints: Energy consumption is a foremost design concern in battery-powered mobile systems. Scarce energy resources largely limit the performance and functionality of software applications running on portable devices. Existing CBIR techniques have high computation complexity and storage requirements. User interaction and communication bring high time and energy cost during personal image search. Energy-induced design constraints introduce serious challenges to the design and implementation of image management systems on personal mobile devices.

• User-specific search scenarios: Unlike general-purpose search techniques developed for the World Wide Web, image management on personal mobile devices is a highly personal, user-centric task. Typically, a mobile device has one owner; the data captured and stored on a device depend on its owner’s interests. Search patterns are also user specific.
iScope adapts to an individual user’s data characteristics and search patterns to improve search performance, quality, and energy efficiency.

- **Distributed data sharing:** Supporting data sharing in distributed mobile environments requires efficient, distributed data management and search techniques. Communication-induced energy overhead is of great importance. We investigate the time and energy overhead of remote image retrieval and propose collaborative search and metadata caching techniques to allow efficient image sharing and retrieval in distributed mobile environments.

  In this work, we propose iScope, a personal content management platform. iScope is a user-centric design targeting energy-constrained distributed mobile environments. It leverages both personal context information and efficient content search techniques, as well as online learning techniques, to deliver personalized, energy-efficient content search services. It provides a collaborative search environment, enabling distributed image search on mobile devices, thus facilitating information discovery and social interaction. We have implemented a prototype of iScope and conducted in-field experiments using Nokia N810 portable Internet tablet devices. The proposed software platform will soon be publicly released for free academic and personal usage.

  The rest of this article is organized as follows. Section 2 provides an overview of the iScope system architecture. Section 3 presents multi-modality image data management. Section 4 conducts resource characterization of portable platform and investigates the resource usage of image search process. Section 5 and Section 6 describe the benefits of personalized and collaborative image search. Sections 7, 8, and 9 describe the result of experiments with the iScope prototype, survey related work, and conclude.

### 2. Overview of the iScope System Architecture

This section presents an overview of iScope’s system architecture. Figure 1 illustrates the system architecture of iScope, which consists of the following components.

- **Multi-modality data management:** Personal image data contains a rich set of content information, such as color, texture and shape, and user-specific context information, such as location, time and ownership. In iScope, the context and content information of personal image data are used in unison to enable efficient image management. Images are partitioned based on content features and context metadata. The proposed hierarchical clustering-based multi-modality data management design allows efficient traversal of the data set across different feature dimensions and resolutions, enabling efficient management of personal data sets and run-time user queries. (Section 3)

- **User-centric adaptive image search:** iScope offers personalized image search by leveraging content-based search algorithms with user-specific context information. Users differ from each other on image interests and performance expectations. iScope incorporates run-time learning techniques for online prediction and adaptation of the search process based on implicit user feedback, improving search quality and minimizing search costs, e.g., energy consumption. (Section 5)

- **Distributed collaborative search:** iScope supports remote image search and metadata caching among distributed image data sets spanning multiple mobile devices, with the goal of enabling efficient information sharing and effective social interaction in mobile social networks. (Section 6)

  iScope supports personal image search on mobile devices through an iterative search process. Personal images are organized using the clustering-based multi-modality data management on a local mobile device or multiple distributed devices. At each retrieval step, given a user’s feedback, e.g., a query image or context information, iScope traverses through the hierarchical multi-modality data clusters stored either locally or remotely, predicts and identifies a potential match, and returns the candidate thumbnail images of the matched cluster to the user. The search process continues until the target image(s) are found. Figure 2 illustrates the interactive search process. In this example, a user looks for a photo taken during his hiking trip last year. Starting with a photo of his recent paint-ball trip, the user conducts three context search operations based on location, time, and again on location. The returned photo contains content similar to the target image. The user then uses content-based search to find the target hiking-trip photo.

### 3. Multi-Modality Data Management

iScope uses a multi-modality image management scheme that uses both content and context (e.g., time, location, and ownership) information associated with images. This section explains how these data are obtained and used in multi-dimensional, multi-scale image clustering to support rapid browsing and run-time user queries.

#### 3.A Content-Based Image Clustering

Given the raw content of an image, various types of image features may be extracted, such as color, texture, and shape.
Functions of these features can be used to quantify image similarity. In this work, we consider the following image features:

- **Color histogram**: For each image, a color histogram is extracted in the hue–saturation–value color space. A Euclidean distance function is used. We experimented with two different setups, one using 162-dimensional $(8 \times 2 \times 2)$ histograms, and the other using more compact 32-dimensional $(8 \times 3 \times 3)$ histograms.
- **Wavelet coefficients**: [5] This technique performs multi-resolution wavelet decomposition on each image and extracts the most significant coefficients (363 coefficients in our study). Similarity between two images is measured by the number of coefficients they have in common.
- **Region-based features**: [6] This method segments each image into regions and extracts a 14-dimensional feature vector (9-dimensional color moments and 5-dimensional bounding box) from each region. The distance between two region feature vectors is defined as $\ell_1$ distance and the distance between two images is defined by the improved Earth Mover’s Distance (EMD), a metric used to evaluate the similarity of two multi-dimensional distributions. EMD measures the minimal amount of work needed in order to transform one distribution into the other. Due to the high complexity of EMD calculation, we also studied a simplified distance computation, called Region-abc, which is defined as the sum of the best-matched distances for each individual region.
- **SIFT**: [7] This method detects hundreds of local salient regions and extracts a 128-dimensional, scale-invariant feature vector for each local region. Euclidean distance is used to determine the feature vector difference, and the distance between two images is measures by the total number of matched local feature vectors.

For each of the six content-based image features (Color-162, Color-32, Wavelet, Region-EMD, Region-abc, and SIFT), we apply the following modified agglomerative hierarchical clustering algorithm. Our approach yields a clustering tree structure with hierarchical levels of resolutions instead of a single-layer clustering structure, which enables compact data management and efficient search process. Starting with single-image clusters, this algorithm recursively merges the two closest clusters if the merged cluster has at most $M$ images to be displayed on the screen of a portable device. $M$ is set to 24 in our study. On top of the content-based clusters, we also construct a content-based cluster relationship graph in which each node represents a content cluster and each edge represents the distance between the centroids of two clusters. Using this graph, we can quickly identify other clusters that are likely to contain images with similar content to those in a given cluster, thus permitting efficient content-based image browsing and retrieval.

3.B Context-Based Image Clustering

In addition to image content information, our system also uses various types of context metadata to improve image data management quality and efficiency.

Geographical location information of images can be captured by mobile devices equipped with GPS receivers, permitting easy computation of the spatial correlation among images. Figure 3 shows an example geographical distribution of a user’s image data set. Using agglomerative hierarchical clustering, we start with single-image clusters and recursively merge the closest pair of clusters until all images belong to the root cluster. Unlike the content-based clustering technique described above (which maintains a set of flat clusters), context-based clustering maintains the entire cluster hierarchy, except for small clusters whose parent clusters have few enough ($M$) images to be displayed on the screen of a mobile device.

Similarly, hierarchical time clusters can be constructed, each containing images captured within a certain time period. Temporal correlation among images has been observed in many scenarios and can help identify images of certain activities (e.g., wedding) or images taken at a certain time (e.g., Macy’s Thanksgiving day parade). In this work, distance in the time domain is measured as the absolute time difference between pairs of images.

For distributed image sharing, ownership information also plays an important role. A user may obtain images from other users, and through the ownership information, identify
other users with similar interest (e.g., classic cars). This can be used to restrict image browsing or searching to a specific set of friends, improving the efficiency of image search and enabling more effective social interaction.

3.C Interactions of Multi-Modality Clusters

Figure 4: Interactions of content-based and context-based clusters.

Figure 4 illustrates the iScope multi-modality image clustering method, using metadata information such as content, location, and time. At the bottom of the figure, images are clustered based on their content similarity. There are also links between content clusters indicating the closeness of cluster centroids. At the top of this figure, hierarchical geographical clusters (solid-line ellipses) and time clusters (dotted-line ellipses) are maintained at different resolutions, reflecting spatial or temporal correlations among images. Images belonging to the same content cluster may reside in different geographical or time clusters, and vice versa. For instance, a user may take a set of similar (or dissimilar) pictures at the same location during a certain period of time. Or, a user may have taken a lot of pictures of her dog at various time and locations. As a result, using inter-connected multi-modality clusters makes it easier to capture higher-level image semantics. A user can quickly navigate these clusters by following different types of correlations (similar content, location, time, or ownership) in order to locate the images of interest. In addition, through adaptive user prediction (Section 5), iScope may automatically determine the most promising correlation without explicit user specification.

Clustering large amounts of image data using different types of metadata can be time consuming and memory intensive. To improve efficiency, a hybrid approach is used in which expensive clustering (re)computation is performed on wall-powered server machines when a mobile device synchronizes with a server, and small incremental cluster updates are performed on mobile devices as new images are being added to a data set.

4. Mobile Platform Characterization

This section describes the performance and energy characterization of image search in personal mobile systems.

4.A Measurement Setup

The measurement platform includes a Nokia N810 portable Internet tablet, HP Harrison 6201B direct current power supply, NI-PC-6034E acquisition card, and hosting workstation. iScope has been prototyped on Nokia N810, which is representative of modern personal mobile networked multimedia embedded systems. In particular, N810’s 4.3 in LCD touch screen allows the design and evaluation of user-interactive search techniques for personal mobile devices. To measure energy and power consumption, we replace the battery of the mobile platform under test with an HP Harrison 6201B direct-current power supply. Current is computed by measuring the voltage across a 5 W, 250 mF, Ohmite Lo-Mite 15FR025 molded silicone wire element resistor in series with the power supply. This resistor was designed for current sensing applications. High-frequency voltage samples are taken using a National Instruments 6034E data acquisition board attached to the PCI bus of a host workstation. The maximum sampling rate of the data acquisition card is 200,000 samples per second. This allows high-resolution power and energy analysis of the mobile system.

4.B Algorithm Characterization

Most content-based search algorithms are computation intensive. This section characterizes the running time of content-based search algorithms on the mobile platform. Table 1 shows the measurement results of the six content-based search algorithms (Section 3) on the mobile platform and a wall-powered Intel quad-core server. The N810’s performance is more than an order of magnitude lower than that of the wall-powered server. Therefore, direct use of existing content-based search algorithms in mobile systems would result in high energy consumption and high latencies, thus the need to develop content-based search algorithms for mobile platforms with high energy efficiency and good performance. Table 1 also demonstrates that different search algorithms have dramatically different resource requirements. In iScope, content-based clustering is performed offline, and online content-based search involves only simple cluster lookup operations. As a result, computation time and energy consumption of content-based search is negligible compared with user interactions (see further analysis and results in Section 7). Therefore, more computation-intensive but more accurate algorithms can be selected in order to optimize the overall performance and energy efficiency of the personal content search process.

4.C Hardware Power Characterization

This section presents the power consumptions of the major components in Nokia N810, including the TI OMAP embedded microprocessor, LCD touch screen, and Wi-Fi interface. The results are shown in Table 2. The peak (idle) power consumption of the microprocessor is 0.80 W (0.01 W). The power consumption of the touch screen is 1.04 W or 0.47 W, depending on whether or not it is being touched. The send (receive) power consumption of the wireless interface is 2.00 W (1.76 W). This study shows that the power consumption of the display is comparable to that of the microprocessor and wireless interface. This observation is critical in a user-interactive search process, in which the search system iteratively refines its search results based on user feedback until a satisfactory image is found. During the interactive search process, the energy consumption of human-machine interface components, e.g., the LCD touch screen, can be significant. On the other hand, the energy consumption of the wireless interface must also be carefully
considered during distributed collaborative image search and sharing among multiple mobile devices.

Table 2: Power Consumption (W)

<table>
<thead>
<tr>
<th>Processors</th>
<th>Processor active</th>
<th>Processor idle</th>
<th>Display w/o touch</th>
<th>Display w touch</th>
<th>Wireless send/receive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.30</td>
<td>0.01</td>
<td>0.47</td>
<td>1.04</td>
<td>2.60/1.76</td>
</tr>
</tbody>
</table>

4.D Time and Energy Characterization of Image Retrieval

Next, we characterize the performance and energy consumption of the image search process. This study helps clarify the time breakdown and energy consumption distribution among the various steps of the image search process. Given an initial query image, users look for a target image using content-based search algorithms through an interactive search process. A performance comparison of the content-based search algorithms is shown in Table 1. The image data set includes approximately 2,000 images gathered using Nokia N810 portable Internet tablets.

Table 3 and Table 4 show the time breakdown and energy consumption distribution of the search process, which has the following components: (1) the initialization stage, including user interface initialization and query image selection; (2) online processing of the content-based search algorithm, including inter-image similarity calculation; and (3) user exploration, including browsing, thinking, and selection. The measured time and energy breakdowns among these three components are 10.4%–18.7%–70.9% and 8.0%–36.6%–55.4%, respectively. Note that, in this study, image similarity is calculated at run time; this could also be done offline. Therefore, the user exploration stage dominates in both latency and energy consumption. This study demonstrates that personal image management and search should focus on reducing the energy consumed in the user exploration stage by minimizing its latency. To this end, iScope employs multi-modality data management and user-centric adaptive search algorithms, which are explained in Sections 5 and 6.

5. User-Centric Adaptive Image Search

This section describes the proposed user-centric image search techniques which leverage content and context information, as well as online adaptive user prediction during image search.

5.A User Interface

One of the main difficulties standing in the way of greater benefit from any intelligent search algorithm is difficulty of use. Most existing browsing-based user interfaces, although inefficient, are straightforward to use. iScope has the goal of making content-based image search accessible to large population of mobile system users spanning different age groups with different interests and technical backgrounds: an easy-to-use interface is essential.

We have designed a user interface that is accessible to people with no technical background. It supports queries via a straightforward search process. Figure 5 shows the prototype user interface implemented on a Nokia N810 device. The figure on the left shows the starting page, which displays the list of the social group members and the geographical distribution of the image data set. Two types of navigation are supported: (1) navigation across different dimensions, e.g., time, location, content, and ownership, corresponding to the search algorithm’s traversal across different dimensions of metadata clustering and (2) zooming in/out along a particular dimension, corresponding to search traversal along a cluster hierarchy. Using this interface, an end user can conduct image search through an interactive navigation process. For instance, using a query image of a person running in Boulder, a user can search for a stadium in Toronto. First, content-based search is used to find one candidate image containing running people in a stadium. Finally, content-based search is used to search for stadiums in Toronto.

5.B Search Process

To search for an image, a user starts with an existing query image, related context information, or browses in an initial cluster to identify a specific query image. The user then selects a search domain (e.g., content, location, or time) and issues a query. Given the initial query, iScope quickly locates the corresponding cluster that contains the query image in that domain. As described in Section 3, images assigned to the same cluster are similar in a particular domain.
Promising images can be easily identified by returning other images residing in the query image’s cluster. These temporary results are presented to the user, who checks the images’ context information and provides feedback on whether they are relevant. The user can then continue the interactive search in two different ways. The user may stay in the same search domain and check the upper-level cluster (for geographical or time clustering) or the neighboring clusters (for content-based clustering). Alternatively, the user may pick one of the positive examples as the new query image and start another query, switching to another search domain if needed. This iterative search process continues until the desired image is located.

All the search steps and user feedback are recorded by iScope and used to tune the automatically-generated clustering structures as follows.

- If an image is selected as the target image or an intermediate target image, it is merged into the same cluster as the query image.
- If the number of images of a cluster exceeds the number of images that can be displayed on the touch screen, the least relevant images will be identified and removed from the original cluster thereby forming a new cluster.
- An empty cluster will be removed from the clustering structure.

5.C Adaptive User Prediction

In addition to explicit user feedback on relevant or irrelevant images, other types of implicit user feedback may also be captured, such as the overall search and navigation path, backtracking operations, etc. This information can be used to guide the run-time learning techniques and provide adaptive user prediction to optimize the user search process. Specifically, iScope makes user-specific prediction based on previous search history, current query image, and intermediate search results, in order to return images that are likely to be of interest.

Our method works as follows. After each round of search, the system records the trace \((q, h_1, h_2, \ldots, h_5, p)\), in which \(q\) is the initial query image, \(h_1, h_2, \ldots, h_5\) are the intermediate images, and \(p\) is the final target image. This image-level trace is then converted to a cluster-level trace, i.e., each image is converted to its corresponding cluster and search domain. Cluster-level traces, instead of image-level traces, are used for prediction because users are unlikely to search for the same image repeatedly, but are likely to search for different images in a cluster (e.g., a specific event or a trip). Given a set of cluster-level traces, at runtime, iScope uses the images selected by the user so far in this round of search as a basis for prediction. Let \((i_1, i_2, i_3)\) be the corresponding clusters. Using Bayes’ theorem, we calculate the conditional probability of each candidate cluster \(C\) containing the target image:

\[
P(C|i_1i_2i_3) = \frac{P(i_1i_2i_3|C)P(C)}{P(i_1i_2i_3)}.
\]

Since \(P(i_1i_2i_3)\) is the same for all candidate clusters \(C\), we only need to compute \(P(i_1i_2i_3|C)P(C)\). Again, using Bayes’ theorem, we have

\[
P(i_1i_2i_3|C) = P(i_1|C)P(i_2|i_1C)P(i_3|i_1i_2C).
\]

Using the naïve Bayes probabilistic model, i.e., \(i_1i_2i_3\) are conditionally independent of each other, we have

\[
P(i_1i_2i_3|C) = P(i_1|C)P(i_2|C)P(i_3|C).
\]

We first locate all the cluster-level traces that contain \(C\), then check how many times \(i_1, i_2, i_3\) have co-occurred with \(C\) in these traces. To compute \(P(C)\), we count the number of occurrences of \(C\) in all the cluster-level traces \(O_C\), and the total number of cluster occurrences in the traces \(O\). Thus,

\[
P(C) = \frac{O_C}{O}.
\]

Using the formulas above, we can compute the probability of each candidate cluster containing the target image. In iScope, the two images most frequently used in the image-level traces are then selected from each of the top three clusters. These six suggested images are presented as the bottom row in the search results (see example in Figure 5).

6. Collaborative Image Search

iScope supports collaborative image search targeting distributed mobile environments. The proposed design allows individual users to share their image data sets within their social groups, e.g., friends and family members. It thus allows each member to search a much larger data set than a single mobile device can hold, thereby facilitating information sharing and stimulating social interaction. Previous work has shown that collaborative search utilizing social networks (e.g., friends or social groups) can improve search efficiency and generate more relevant search results [8, 9, 10, 11, 12]. While previous work focused mostly on keyword-based search of Web data, iScope focuses on collaborative content-based and context-based search in distributed mobile systems. Privacy and security are important for data sharing systems. Although this is not the focus of our work, iScope can leverage existing third-party infrastructures for authentication and privacy/data protection [13, 14, 15, 16].
The proposed collaborative search technique conducts parallel search among the socially-associated mobile devices. A search query may be processed by multiple mobile devices, each of which hosts a different image data set manually shared by its owner or automatically cached by the device itself. Each member of a social group shares a subset of her image data set with the whole group. The shared data set is initially stored on her own device and organized separately from the rest of her personal data. More specifically, the metadata management using the proposed multi-modality clustering method is separated from the rest of the owner's personal data for better privacy and security. This approach yields smaller data set, potentially allowing more efficient image search. The distributed shared data sets are ready to support collaborative image search within a social group. After a group member issues a query, her local device conducts local search within her own data set. In the meantime, the query is broadcast to other devices within the social group. Each remote device collaboratively conducts local search within its shared data set and return the results, e.g., metadata and/or the raw images, to the querying device. The user interface for distributed search is identical to that of local search; the remote search process is transparent to the end user.

When a sufficient proportion of data are shared, collaborative search can increase speed relative to local search because the shared data are partitioned and processed in parallel on multiple devices. However, the improvement is bounded by communication overhead. Using the collaborative search scheme, the latency of each remote query is constrained by the communication latency. In addition, collaborative search imposes energy overheads on remote devices. If this overhead is not carefully controlled, individuals may be reluctant to share their data with others, over fear of reduced battery life due to hosting the searches of others.

In this work, we propose an online metadata caching method to minimize the communication overhead of collaborative search. We observed that individual users tend to show more interest in specific subsets of the shared data, and the subsets of interest vary among users. For instance, Alice and her friend Bob took a hiking trip. Alice may be more interested in the photos taken by Bob during the trip than Bob's other shared data. The proposed caching method leverages the "data locality" property, and caches the metadata received remotely at run time, merging the metadata into the user's own data set for future reference. In addition, to support collaborative search, image ownership is introduced as a dimension in the multi-modality data clustering method. When local search requires access to a remote image, it first checks metadata referencing remote storage and then issues a fetch request to the corresponding device, which in turn returns the raw image.

As described in the previous section, metadata clustering is hierarchical. The proposed metadata caching method follows a bottom-up approach, i.e., when all the sub-clusters of a remote cluster has been cached locally, the remote cluster itself is then cached. In addition, each cached remote metadata item and the corresponding cluster also maintain an access history, which tracks how many times, and the most recent time, the corresponding image(s) have been accessed. This information is used to determine the caching policy for the raw images, which are much larger than metadata. When a device has insufficient storage, the raw images with low accesses counts, or long durations since their most recent access, are deleted.

Caching raw images can further speed up the search process and minimize communication energy consumption. However, it raises the concern that a query may result in multiple hits and replies, hence introducing unnecessary network traffic and energy overhead. Our current solution works as follows: when a cache hit occurs, if the locally stored raw image belongs to a remote device, a query and the corresponding image ID are issued to the owner device, which then fetches the image from its local storage (no image search is necessary) and sends the raw image back to the querying device. Our experimental evaluation in Section 7 indicates that the proposed metadata caching method improves system performance and energy efficiency.

7. Experimental Evaluation

In this section, we evaluate iScope, the proposed personalized image management and search system. Section 7.A summarizes the implementation of our prototype and describes the image data sets used in the experiments. Section 7.B evaluates multi-modality data clustering algorithm. Section 7.C evaluates personalized image search on an individual device. Section 7.D evaluates collaborative search in a distributed mobile environment.

7.A Implementation and Image Data Sets

iScope has been implemented on a Nokia N810 device. The multi-modality image data management method, as well as content-based and context-based search techniques are implemented in C and Python. The GTK+ library was used to develop the graphical user interface. The implementation consists of 23,925 lines of C code and 669 lines of Python code.

Sets of images captured using personal portable devices, such as camera phones, are significantly different from general-purpose image data sets. We have constructed an image data set with 7,923 Flickr images captured by six different camera phone users. The Flickr data set is used in the evaluation of content-based search techniques in Section 7.B, because it is more comprehensive (requiring that user study participants gather 8,000 images each would be costly) and this evaluation does not require any context information. However, these Flickr images lack personal context information, such as location and time stamps. In order to evaluate the impact of this context metadata, it was necessary to gather our own image data sets. We developed a software tool for Nokia N810 portable Internet tablets that allows users to manually or automatically take photos using the built-in camera. The software uses the built-in GPS device and clock to tag photographs with locations and timestamps. Ten volunteers took photos during their daily activities. In total, they gathered more than 9,000 images during a period of four months. The images were taken in six cities of three different countries: Canada (Kingston, Ottawa, and Toronto), the United States (Boulder, and San Jose), and the United Kingdom (London). The gathered image data sets, along with the location, time, and ownership information, are stored on N810 devices. They are used to evaluate the impact of distance measurement on content and context clustering quality, as shown in Section 7.B and in the user study shown in Sections 7.C and 7.D.
Table 5: Quality–Speed–Space Comparison of Different Content-Based Search Algorithms

<table>
<thead>
<tr>
<th>Search quality</th>
<th>Speed (ms)</th>
<th>Space (feature vectors)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Recall</td>
<td>Average precision</td>
</tr>
<tr>
<td>Color-32</td>
<td>0.44</td>
<td>0.25</td>
</tr>
<tr>
<td>Color-162</td>
<td>0.46</td>
<td>0.27</td>
</tr>
<tr>
<td>Wavelet</td>
<td>0.40</td>
<td>0.32</td>
</tr>
<tr>
<td>Region-abc</td>
<td>0.61</td>
<td>0.46</td>
</tr>
<tr>
<td>Region-EMD</td>
<td>0.62</td>
<td>0.46</td>
</tr>
<tr>
<td>SIFT</td>
<td>0.43</td>
<td>0.33</td>
</tr>
</tbody>
</table>

Table 6: Clustering Quality Comparison of the min, max, and avg Distance Measures

<table>
<thead>
<tr>
<th></th>
<th>Content</th>
<th>Location</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>min</td>
<td>max</td>
<td>avg</td>
</tr>
<tr>
<td>InterDist</td>
<td>1200.8</td>
<td>124.2</td>
<td>218.2</td>
</tr>
<tr>
<td>IntraDist</td>
<td>0.122</td>
<td>0.454</td>
<td>0.413</td>
</tr>
<tr>
<td>InterDist/IntraDist</td>
<td>9876.3</td>
<td>273.8</td>
<td>527.8</td>
</tr>
</tbody>
</table>

7.B Multi-Modality Data Management

iScope combines both content-based image features and context metadata to support efficient image data management. We first evaluate the effectiveness of the six content-based algorithms described in Section 3, using the 8,000 Flickr image data set captured by six different users with their phone cameras. For each user’s subset, we selected 10 query images, and for each query image, we manually identified its set of similar images within the same subset (i.e., taken by the same user). Table 5 compares the quality, speed, and space requirements of the six algorithms. The following quality measures are used: recall and average precision [6]. Higher quality values indicate better search quality. Region-abc and Region-EMD have the best search quality and are reasonably compact. Region-abc is much faster than Region-EMD due to its simplified distance computation. The combination of multiple content-based features was also experimented, but the search quality was only marginally better than Region-abc. Therefore, Region-abc was used as the representative content-based technique for the other experiments.

According to the results, the precision and recall for state-of-the-art content-based image retrieval (CBIR) techniques still need to be further improved. iScope, on the other hand, leverages both content-based and context-based techniques to optimize the personal image search. This study demonstrates the importance of leveraging the context information during personal image search.

Next, we evaluate the impact of distance measures on content and context clustering quality using our own image data sets. In our hierarchical clustering algorithm, a distance measure is needed to determine which sub-clusters should be merged. We experimented with three different distance measures: min, max, and avg. which measure the minimum, maximum, and average distances of objects belonging to two different clusters, respectively. A good clustering algorithm should generate clusters that are compact (small intra-cluster distance) and have good separation (large inter-cluster distance). Given a set of k clusters X_1, X_2, . . . , X_k, we define the average intra- and inter-cluster distances.

\[
\text{IntraDist} = \frac{1}{k} \sum_{1 \leq i \leq k} \left( \frac{1}{|X_i|} \sum_{x \in X_i} \text{dist}(x, \bar{X}_i) \right)
\]

\[
\text{InterDist} = \frac{2}{k(k-1)} \sum_{1 \leq i < j \leq k} \text{dist}(X_i, X_j)
\]

where \( \bar{X}_i \) is the centroid of cluster \( X_i \) and \( \text{dist()} \) is the distance function for two objects. Table 6 shows the quality of different clustering algorithms for content- and context-based clustering. A larger \( \text{InterDist/IntraDist} \) ratio indicates better separation and compactness, i.e., better clustering quality. Although the min distance measure results in a better ratio, it generates skewed hierarchies with many levels, and is therefore impractical. Instead, we use the avg distance measure for our hierarchical clustering algorithms, which has good clustering quality and generates well-balanced hierarchies.

7.C Personalized Image Search

Here, we describe our user study based evaluation of the proposed personalized local image search on the Nokia N810 platform. Ten individuals from Queens University and the University of Colorado at Boulder volunteered for the studies. Most were daily mobile device users with basic computer skills. All the participants were graduate students and between 20-28 years old, two were female and eight were male. It was our goal to compare the performance of different search algorithms (1) when used by individuals on image data sets they had gathered themselves, but also (2) when used on large data sets. Due to practical constraints on user time demands, we designed two studies, each of which had five participants.

In the first study, the image data sets (Section 7.A) were contributed by the same volunteers who would later search for images within them. These data sets contained 1079, 1235, 1497, 1542, and 2100 images, respectively. The size variations resulted from the differences in the rate at which individuals gathered images. Although the sizes of these data sets differ, the study protocol was identical. In the second study, a larger image data set containing 4,389 images drawn from three participants in the first study was used.

For each participant, 30 query images were randomly selected from the corresponding image data set, and the 30 target images corresponding to the query images were then manually specified. It is possible to select a set of images to be targets for one query image. However, using query-target image pairs provides a simple, more deterministic evaluation process of the proposed technique. The time spent by each study participant ranged from four to eight hours. To evaluate the proposed design, we further consider the following cases:

- **Browsing-based search**: To date, browsing is the most
common image search method in commercial mobile platforms. In this experiment, images are sorted by time. Given a query image, the user searches for the target image by browsing through the image data set.

- **Clustering-based search**: This approach leverages the proposed multi-modality clustering data, content, and context-based search techniques. However, the proposed adaptive user prediction technique is disabled.

In this study, iScope was configured to display 24 (4 × 6) thumbnail images at a time on the N810 touch screen.

Table 7 and Table 8 show the overall performance and energy consumption, as well as the time and energy usage breakdown, of browsing-based search. As described in Section 4, the time and energy usage of an image search process can be divided into algorithm processing (Computation time) and user's operation (User time) components. Using manual browsing, the time and energy overhead of the search algorithm (image index computation) is negligible. User operations dominate the search process. On average, more than 99% of time and energy is consumed by manual browsing. Table 7 also shows the average number of steps required by each user per image search. The manual browsing-based search process is tedious and slow (on average >100 steps per image for each of the five large image sets), resulting in significant time and energy overhead. We conclude that in the image search process, user interaction is the most time and energy consuming stage. Therefore, minimizing the number of required search steps has the greatest potential of for minimizing the time and energy usage.

Figures 6 and 7 compare the time and energy usage of the browsing-based method, clustering-based method, and clustering+prediction (iScope). Compared to the browsing-based method, clustering-based search reduces search time and energy usage by 48.3% and 46.2% (on average), 9.3% and 10.3% (minimum), and 90.5% and 90.0% (maximum). Leveraging the proposed adaptive user prediction technique, iScope further reduces the search time and energy usage by another 22.1% and 21.6% on average, compared to the clustering-based approach. Overall, compared to the browsing-based approach, iScope achieves performance improvements of 4.1× (on average), 1.3× (minimum), and 11.1× (maximum). It reduces energy consumption by 3.8× (on average), 1.3× (minimum), and 10.4× (maximum). These experiments also suggest that the benefits of iScope increase when it is used on larger data sets. It enabled 1.9× latency reduction and 2.0× energy reduction when used for a 1,079 image data set and 11.1× latency reduction and 10.4× energy reduction when used for a 4,389 image data set. Note that the user studies were conducted on different volunteers, and the content of different image data sets also vary significantly.

Figure 8 and Figure 9 show the required number of search steps and the average duration of each search step for the three search techniques. The performance improvements and energy savings of iScope are primarily due to the significant reduction in the required number of steps for each image search query. In order to estimate the statistical confidence in our hypotheses about the impact of search algorithm on time and energy, we use the two-tailed Student’s t-test. The results of this analysis imply that the mean times for iScope and browsing mode differ with 97.3% probability and that the mean energy consumptions differ with 97.0% probability. Note that the t-test requires some assumptions, e.g., that the variances of the two populations are equal.

The proposed multi-modality clustering and adaptive content and context based searching techniques allow use of the implicit connections between the query and target images, thereby improving search quality and time. Consider the search processes shown in Figure 10. In this case, the query image shows User 3’s apartment in Kingston, and the target image shows User 5’s apartment in Boulder. Starting from the query image, through context (location), content, and context (location) search operations, User 5 reached an image containing a business building in Boulder. At this point, one context (location) search followed by a predictive content search (done automatically by iScope) was sufficient to reach the desired image. Note that, in this case, even though both the query image and the target image contain similar “content”, i.e., apartment, using only the content-based approach would result in an excessively long search process due to the significant differences in color scheme and background content.

This study raises an interesting research question. We have often heard people complaining, “I have seen this somewhere, but just cannot remember where.” Recent studies, such as the SenseCam project [17], show that using image recording to enable review of one’s daily life can ameliorate human memory loss symptoms. iScope explicitly leverages underlying connections among images. Its use may therefore have the potential to help people strengthen these connections. Currently, we are in the process of evaluating the possibility of applying iScope to related medical applications.

### 7.7 Collaborative Image Search

The distributed, collaborative image search technique described in Section 6 was also evaluated. Communication latency and energy overhead are of primary concern in col-
laborative search. The proposed caching technique aims to minimize these overheads by limiting remote access during collaborative search.

The following experiments consider N810 devices connected via a campus 802.11b network. The user studies described in the previous section were extended to the distributed environment. Detailed image search traces were gathered during the preceding local search experiments. These traces contain detailed timing information for the interactive image search processes, e.g., the number of search steps of each query image, the time usage of each search step and the breakdown between algorithm processing time and user time. The traces were replayed in the distributed, networked system composed of N810 devices. This technique has the benefits of eliminating ordering effects and random variation between the two studies. It also allows a more direct comparison of local search with distributed collaborative search than would be possible by repeating the study with a new set of users. Timing and system state information was gathered at runtime. For instance, networking latency and energy consumption are gathered when remote device accesses are invoked. The power consumption of the N810 in each system state (e.g., receiving data via the 802.11b interface, running a search algorithm, and waiting for user input) was measured using the equipment described in Section 4. These system state dependent power consumption values were used in combination with the timing and system state values measured during trace execution to determine the energy consumption during distributed collaborative search.

We first evaluate the potential communication performance and energy overhead introduced by remote access. In this experiment, the image data set is placed on remote devices and the proposed caching technique is disabled. Therefore, every image search step requires remote device access. Figure 11 and Figure 12 show the energy usage and latency breakdown of the remote search scenario. Compared to image search on a local standalone device, remote image search introduces significant latency and energy overheads. The latency increases by 65.5% on average (27.1% minimum and 96.4% maximum) for the ten participants in user studies. The corresponding total energy consumption increases by 607.5% (275.5% minimum to 877.7% maximum), which includes the energy consumption of the querying device and the remote devices. Note that, since all the remote devices can potentially respond to each query, the worst-case latency and energy overhead increases linearly with the number of mobile devices (four devices are used in this experiment). This study illustrates the importance of reducing the communication overhead during distributed collaborative search.

The proposed caching technique was designed to improve the performance and energy efficiency of collaborative search. More specifically, local caching can reduce the frequency of remote queries, thus minimizing network latency and optimizing overall performance. Caching improves energy consumption for remote devices, because fewer requests require remote processing. It also reduces communication time and energy consumption. However, caching increases the amount of local metadata and raw data, thereby potentially increasing the local costs of search. Since the energy consumption during communication generally dominates that during computation, caching improves the net energy efficiency.

Figures 13 and 14 compare the performance and energy usage of collaborative search with (right bars) and without (left bars) the proposed metadata caching technique. These results demonstrate that metadata caching improves system performance and energy efficiency. When both five-member user studies are considered, the latency reduction is 34.4% on average (18.9% minimum and 43.7% maximum) and the energy consumption reduction is 71.2% on average (59.2% minimum and 62.7% maximum).
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8. Related Work

Our work draws upon research in several areas concerning image management: content-based image retrieval, multi-modality image management, power-aware image retrieval, user feedback, and distributed image sharing. In this section, we survey work most related to our work.

Content-based image retrieval (CBIR) has been an active research area for over a decade [4]. Kim et al. used CBIR for a visual-content recommender [18]. Yeh et al. used mobile images for content-based object search [19]. The Mobile MUVIS project studied content-based image retrieval on mobile devices [20]. CLOVER [21] searches leaf images (sketched or photographed on a mobile device) on a remote server. Photo-to-Search [22] queries the Web directly using images taken on a mobile device. These systems typically use a client-server model where the server does most of the work and the client simply takes queries from the user and displays search results from the server. In this work, we envision more active roles for portable devices.

In addition to the raw content of image data, researchers have also considered other types of information in order to augment image management and search tasks. Fogarty et al. proposed CueFlik, a web image search system [23]. Cue- Flik allows user-specified search rules based on image vi-

ual characteristics to facilitate web image search. Sacco surveys recent research on dynamic taxonomies and facet- ed search [24]. Jeon and Manmatha used cross-media relevance models for automatic image annotation and retrieval [25]. Yeh et al. used mobile images to search the Web for location recognition through both CBIR and keyword search [26]. Cai et al. [27] describe the use of visual, textual, and link information for clustering Web image search results. MediAssist [28] manages personal image collection based on context, content, and semi-automatic annotation. Wang et al. proposed using multi-modality ontolog for web image retrieval [29]. Veeraraghavan et al. [30] proposed a unifying file system abstraction, called quFile for mobile data manage- ment. Location-aware sensing and computation is supported by the Place Lab toolkit [31]. Horozov et al. [32], used location information for recommending pictures to mobile users. Gurrin et al. [33] used GPS information to label images and derive context metadata such as weather and daylight conditions. Jesus et al. [34], used geographical queries to retrieve personal pictures when visiting points of interest. Nokia pro-

posed a sensor-based mobile augment reality system called MARA [35], which utilizes both camera and GPS information. The SenseCam project [36] combines image content with Bluetooth and GPS contextual information to facilitate activity classification. MAMI [37] allows users to annotate and search for digital photos via speech input combined with time, date and location information. Although the past
work utilizes context information, it failed to carefully consider the energy issue, which is the primary constraint of battery-powered systems.

Energy consumption is of primary concern for mobile devices, especially with integrated GPS and sensors. A variety of energy optimization techniques have been proposed for portable devices. Chakraborty et al. evaluated several heuristics for delaying communication via GPS-based movement prediction, in order to reduce energy consumption of wireless communication [38]. Korhonen and Wang studied data packet transmission in WLANs and proposed an energy-saving streaming mechanism in [39]. Karagiannis et al. [40] examined the distribution of inter-contact times between mobile devices, human mobility patterns, and their effect on the performance of forwarding schemes. Recently, Kumar et al. characterized the relationship between query accuracy and energy consumption for CBIR in a mobile system, and proposed an adaptive feature loading scheme to save energy [41]. This work focused on the energy consumption of CBIR processing. However, our study has shown that for image search on mobile devices, power consumption is mainly due to various components such as touch screen and GPS, instead of processor or storage.

Relevance feedback has attracted much attention in the information retrieval community, and has been shown to provide improved performance in many search systems. Yang et al. [42] proposed a semantic feedback mechanism for image retrieval. Hoi et al. [43] proposed a unified framework which incorporates both log data of user’s feedback and regular relevance feedback. Liu et al. [44] proposed a new method called relevance aggregation projections (RAP). Most user feedback mechanisms aim at precision/recall improvement...
and ignore speed, which is an important factor for performance measurement and energy consumption in mobile systems. Saha et al. [45] presented a human perception based similarity measure along with a relevance feedback indexing scheme. In contrast with past work, our study shows that, in many cases, the adjacent user search steps show little correlation. Therefore, a naive Bayes classifier based prediction algorithm is designed and used for user prediction.

Distributed data sharing for mobile devices has been a popular research topic. One of the early systems is Bayou [46, 47]. Some recent systems have utilized the peer-to-peer model for data sharing and information discovery [48, 49]. Smith et al. has developed AURA, a mobile platform for obtaining object information via bar code scanning and sharing that information with others [50]. Gaonkar et al. [51] presented a system called Micro-Blog, in which geo-tagged multimedia and sensing data can be shared and queried for mobile social collaboration. Pering et al. [52, 53] have studied personal media sharing on mobile devices.Miluzzo et al. [54] developed CenceMe, an application that derives personal activity information using mobile sensing devices and share that information at social networking websites. Context-sensitive information sharing needs were studied in [55]. In our work, a caching technique is proposed to minimize the communication overhead during collaborative search.

In contrast with past work, iScope is a user-centric, energy-efficient personal content management platform. Energy optimization is a primary focus of this work. Our study shows that user interaction and communication dominate system energy consumption. iScope leverages both content and context information, as well as learning techniques, for personalized, energy-efficient image management, search, and sharing.

9. Conclusions and Future Work

User-centric, energy-efficient multimedia content management is of great importance for personal mobile systems. In this work, we have described and evaluated iScope, a user-centric system for personal image data management, search, and sharing on mobile devices. iScope uses new techniques for multi-modality clustering of both content and context information for efficient image data management, as well as user-centric search algorithms with adaptive prediction tailored to individual users. It also supports distributed image sharing and search with online metadata caching. We have implemented a prototype of iScope on networked Nokia N810 portable Internet tablets, and experimentally evaluated it via user studies. Our results show that, on average, iScope improves on the search speed and energy consumption of browsing by 4.1× and 3.8×, respectively. We also found that the use of metadata caching in distributed image search reduces search latency by 34.4% and reduces energy consumption by 71.2%.

The future work includes exploration of more efficient parallel search algorithms to further reduce the communication overhead of collaborative search. In addition, we are interested in determining whether implicit multi-modality search techniques, such as iScope, have the potential to improve human memory or counteract memory loss. Finally, we will further investigate prediction algorithms to incorporate the sequential dependencies of user feedback during personal image search.
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