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Abstract—Chip-package thermal analysis is necessary for the design and synthesis of reliable, high-performance, low-power, compact integrated circuits (ICs). Many methods of IC thermal analysis suffer performance or accuracy problems that prevent use in IC synthesis and hinder use in architectural design.

This article describes ISAC, a novel, fast, accurate thermal analysis system for use in IC synthesis and design. We present new, cooperative, temporal and spatial adaptation methods to dramatically accelerate accurate analysis. The proposed system unifies steady-state, time-domain, and frequency-domain analysis techniques. It is composed of our spatially-adaptive multigrid iterative solver, a new temporally and spatially adaptive asynchronous time marching solver, and a new spatially-adaptive frequency-domain moment matching solver. Together, these cooperative adaptation and multi-domain analysis techniques allow the proposed system to efficiently solve the static, short time scale, and long time scale variants of the IC thermal analysis problem.

Experimental results demonstrate significant performance improvement over existing thermal analysis solutions. Our spatial adaptation techniques bring a $21.6 \times 600.0 \times$ speedup over recently-published steady-state thermal analysis techniques. Our unified spatial and temporal adaptation techniques, within our asynchronous time marching method, bring a $1,071 \times 1,890 \times$ speedup over other widely-used, time-domain thermal analysis techniques with less than 0.5% error. Our spatial adaptation techniques enable the efficient use of our frequency-domain thermal analysis technique, which brings a $10 \times 100 \times$ speedup over the fastest-known time-domain technique, when used for long time scale thermal analysis. The thermal analysis system described in this article has been implemented as a C/C++ library that has been publicly released for free academic and personal use.

I. INTRODUCTION

Temperature has a huge impact on IC performance, cooling cost, reliability, and power consumption. The lifetimes of transistors and metal wires increase with chip temperature, as do the probabilities of many lifetime reliability faults [1, 2]. For example, electromigration failure rate is an exponential function of temperature. Leakage power consumption is now responsible for a substantial proportion of overall power consumption in commercial designs and increases with temperature [3]. To enable reliable and low-power IC design, run-time thermal profiles must be predicted and optimized during design and synthesis. However, predicting the run-time thermal profile of an IC during design is a difficult, and potentially expensive, task.

IC thermal analysis is the modeling and simulation of heat flow in IC chips and packages. It is conducted using computationally-expensive numerical methods that have given designers the choice between accuracy or speed, but not both. Dynamic chip-package thermal analysis is the process of determining run-time three-dimensional temperature profiles, given a three-dimensional starting temperature profile, power consumption profiles, the chip-package structure, and the specific heat capacities and thermal conductivities of the materials composing the IC chip and package. The steady-state thermal analysis problem is similar. However, only the temperature profile as time proceeds to infinity need be calculated.

Researchers have developed steady-state and dynamic thermal analysis techniques that are suitable for manual design planning of ICs. However, use of thermal analysis in IC synthesis requires fast and accurate techniques that are capable of handling thousands of thermal elements. These techniques can be placed within five categories: non-linear finite element solvers [4], steady-state techniques based on discretization and direct matrix solvers [5], steady-state Green’s function based techniques [6], steady-state techniques based on iterative matrix solvers [7], non-adaptive synchronous time marching techniques [5], and frequency-domain techniques [8–10].

Non-linear finite element solvers, such as the COMSOL Multiphysics package, are general and highly accurate but far too slow for use in IC synthesis. Steady-state techniques based on direct matrix solvers are too slow for use in accurate thermal analysis during IC synthesis. Steady-state Green’s function integration kernel based techniques are fast. However, existing techniques are less accurate than those based on direct or iterative matrix solvers. Steady-state techniques based on iterative matrix solvers have the potential to be fast and accurate. They are suitable for thermal analysis, design, and synthesis of ICs that have unchanging power profiles. However, further improvement is possible. In addition, steady-state techniques cannot determine the dynamic, time-dependent temperature profile of an IC, i.e., for ICs with changing power profiles.

Dynamic thermal analysis is a substantially more demanding problem than steady-state thermal analysis. However, it is essential for determining the run-time temperature variation in ICs with varying power profiles. Synchronous time marching techniques iteratively update the temperatures of all thermal elements within an IC by taking small, synchronized, steps forward in time. These techniques are plagued by either low accuracy or poor performance due to the requirement that all thermal elements move forward in time at the same rate. Although synchronous time marching techniques, by themselves, are non-adaptive or globally adaptive, they can quickly report temperature profiles over short time scales, their execution times increase linearly with increasing time scale. In addition, as a result of round-off errors, their accuracies are generally highest early in the analysis time period and degrade as time scales increase. Frequency-domain techniques determine the approximate frequency-domain responses of IC thermal element temperatures via methods such as moment matching [11]. This allows fast and accurate prediction of IC thermal profiles over long time scales. However, frequency-domain techniques are plagued by startup costs that make their use impractical for large problem instances, i.e., those containing numerous thermal elements.

This article describes ISAC, a comprehensive solution to the IC thermal analysis problem that is rapid and accurate for steady-state, short time scale dynamic, and long time scale dynamic problems. This work makes the following main contributions:

1) We present new, cooperative, temporal and spatial adaptation methods to dramatically accelerate accurate chip-package thermal analysis.

2) ISAC unifies steady-state, time-domain, and frequency-domain analysis techniques, allowing a broad range of thermal analysis problems to be rapidly and accurately solved.

3) We have developed a new temporally and spatially adaptive asynchronous time marching technique that brings a $1,071 \times$—
The proposed spatial adaptation technique enables the use of our frequency-domain moment matching technique on large problems, bringing a $10 \times 100$ speedup over the fastest-known time-domain technique, when used for long time scale thermal analysis.

The thermal analysis system described in this article has been implemented as a C/C++ library that has been publicly released for free academic and personal use: http://post.queensu.ca/~shangl/isac/.

The rest of this article is organized as follows. Section II introduces the IC thermal analysis problem and gives a brief overview of the proposed adaptive multi-domain thermal analysis system. Section III describes our cooperative adaptation methods, summarizes our steady-state thermal analysis technique, and describes our time-domain and frequency-domain thermal analysis techniques in detail. Section IV presents experimental results. Section V describes the C/C++ library interface for the software implementation of the proposed thermal analysis system. We draw conclusions in Section VI.

II. PROBLEM DEFINITION AND ISAC ARCHITECTURE

This section introduces the IC thermal analysis problem and describes the system architecture of ISAC. Note that this version of ISAC has grown in capabilities and techniques compared with a more preliminary system with the same name [12]. However, we thought it would be least confusing to current users of the software to keep the same name.

Problem definition

ISAC characterizes the heat diffusion process through an IC chip and cooling package. Thermal conduction is governed by the following partial differential equation.

$$\rho c \frac{\partial T(\vec{r}, t)}{\partial t} = \nabla \cdot (k(\vec{r}) \nabla T(\vec{r}, t)) + p(\vec{r}, t) \quad (1)$$

where $\rho$ is material density; $c$ is mass heat capacity; $T(\vec{r}, t)$ and $k(\vec{r})$ are temperature and thermal conductivity of the material at position $\vec{r}$ and time $t$; and $p(\vec{r}, t)$ is heat source power density.

To conduct numerical thermal analysis, the IC chip and package are partitioned into numerous elements through a discretization process. The distributed thermal characteristics of the IC, package, and cooling solution are then modeled using finite difference discretization in which each element is a node connected to neighboring elements via thermal resistors and connected to a node at the ambient temperature via a thermal capacitor. Thus,

$$\mathbf{C} \frac{d\mathbf{T}(t)}{dt} = \mathbf{A} \mathbf{T}(t) + \mathbf{P} \mathbf{U}(t) \quad (2)$$

where the thermal capacitance matrix, $\mathbf{C}$, is an $[N \times N]$ diagonal matrix; the thermal conductivity matrix, $\mathbf{A}$, is an $[N \times N]$ sparse matrix; $\mathbf{T}(t)$ and $\mathbf{P}(t)$ are $[N \times 1]$ temperature and power vectors; and $\mathbf{U}(t)$ is the time step function. As we return to the roots of this formalism, it is interesting to note that Georg Simon Ohm’s work on electrical current in circuits [13] was based on Fourier’s study of heat transfer.

ISAC architecture overview

Figure 1 shows the overview of ISAC, which unifies steady-state, time domain, and frequency domain techniques to efficiently and accurately address steady-state and dynamic IC thermal analysis problems.

Steady-State thermal analysis characterizes temperature distribution when heat flow does not vary with time. In IC designs, steady-state thermal analysis is sufficient for applications with stable power profiles or periodically changing power profiles that cycle quickly. For steady-state thermal analysis, the left term in Equation 2 expressing temperature variation as function of time, $t$, is dropped.

ISAC conducts steady-state thermal analysis using an efficient spatially-adaptive multigrid relaxation method. In ISAC, the discretization process of IC chip and package is performed using recursive refinement, and maintained hierarchically based on discretization granularity (see Section III-A). This adaptive refinement technique makes use of a hybrid tree structure to bound the temperature difference between adjacent elements (for accuracy) while minimizing the number of elements (for efficiency). The multigrid solver is also used for matrix inversion in the frequency-domain dynamic solver, as described in Section III-C.1.

Dynamic thermal analysis characterizes run-time IC thermal profile when the transient features of power profile are significant. ISAC consists of two dynamic thermal analysis algorithms: a time marching method and a moment matching method to handle short time scale and long time scale dynamic thermal analysis, respectively.

In the proposed spatially and temporally adaptive asynchronous time matching method, run-time temperature changes are discretized into numerous time steps and estimated via a limited-order expansion of the actual temperature function around each time instant. Its computational complexity is linearly proportional to the number of time steps and elements. Short time steps are sometimes necessary for accuracy. In ISAC, the time step magnitude of each element is adjusted independently, allowing elements to progress forward in time asynchronously. Care is taken to prevent time deviations from growing large enough to introduce error (see Section III-B).

The proposed spatially-adaptive frequency-domain numerical method derives an approximate analytical solution, which is used to compute run-time thermal profiles without the need of expensive time-domain iteration. However, deriving this analytical solution is expensive. Therefore, ISAC uses the spatially-adaptive moment matching method for long time scale dynamic thermal analysis, allowing the cost of deriving the analytical approximation to be amortized (Section III-C).

The major challenges of numerical IC thermal analysis are high computational complexity and memory usage. Stringent modeling accuracy constraints require fine-grain discretization, resulting in numerous grid elements. For multigrid-based steady-state thermal analysis, both computational complexity and memory usage are significantly proportional to the number of thermal elements. For dynamic thermal analysis using the time matching method, higher modeling accuracy requires the reduction of both spatial and temporal discretization granularities, increasing the computational overhead of this method. For dynamic thermal analysis using moment matching, deriving initial analytical approximations is both computation and memory intensive. High thermal element count may hinder or prevent the applicability of the frequency-domain method. In addition, the time complexity of this method increases linearly with increasing simulation time scale. Spatial adaptation is critical for efficiency.

III. PROPOSED ADAPTIVE THERMAL ANALYSIS ALGORITHMS

This section describes the proposed adaptive multi-domain thermal analysis techniques. Section III-A presents our spatial adaptation method and spatially-adaptive multigrid iterative technique for steady-state thermal analysis. Section III-B presents our cooperative temporal and spatial adaptation methods, and describes our asynchronous time matching technique for short time scale dynamic thermal analysis. Section III-C presents our spatially adaptive frequency-domain technique for long time scale dynamic thermal analysis.

III-A. Steady-state thermal analysis and spatial adaptation

Algorithm 1 shows the steady-state thermal analysis algorithm used in ISAC. Given the input power profile and an initial spatial
discretization of the IC chip and package (line 1 and 2), steady-state thermal analysis is conducted using a multigrid relaxation kernel (line 5). A multigrid method with Gauss-Seidel smoothing iteratively solves (typically sparse) systems of linear equations using a multi-level scheme [14]. This solver, which is also used for matrix inversion within dynamic thermal analysis, will be explained in detail (Algorithm 3) in Section III-C. Note that, in Algorithm 3, for steady-state thermal analysis, the multigrid relaxation kernel is invoked only once. In this use, $\mathbf{P}$ is replaced by $\mathbf{P}$, the input power profile and the solution, $\mathbf{X}$, is the steady-state temperature profile. Steady-state thermal analysis reports the temperature of each individual thermal element. The spatial thermal difference between adjacent thermal elements are evaluated. Thermal grid elements with temperature differences exceeding $T_{\text{th}}$ will be further hierarchically refined (line 6-11). The thermal conductivity matrix $\mathbf{A}$ is then updated (line 15). This process continues until the thermal difference constraint is satisfied. Finally, the thermal profile of the IC chip and package is reported (line 13).

During thermal analysis, both time complexity and memory usage are linearly or superlinearly dependant on the number of thermal elements. Therefore, it is critical to limit discretization granularity. On the other hand, fine-grain discretization is crucial to accurately characterize the three dimensional thermal profile of IC chip and package. Achieving right balance of modeling accuracy and efficiency is challenging.

The spatial thermal gradient of IC chip and package (defined as $dT/dx$) exhibits significant spatial variation due to the heterogeneity of thermal conductivity and heat capacity in different materials, as well as the variation of power profiles; For instance, significant spatial thermal variation is commonly observed within the active layer of the silicon die, while the lateral thermal profile within the heat sink is normally smoother. Figure 2(a) shows the normalized inter-element temperature differences in steady-state thermal analysis of an IC implementation of a digital signal processing benchmark. The y-axis indicates the number of neighboring elements with the given temperature difference. The wide distribution of temperature differences shown in this figure suggests that some neighboring elements might be combined with little loss of accuracy in order to improve performance. This motivated us to design an efficient, thermal gradient driven, adaptive spatial discretization refinement technique that automatically adjusts the spatial partitioning resolution to maximize thermal modeling efficiency and guarantee modeling accuracy.

In this technique, the spatial discretization process is governed by temperature difference constraints. Iterative refinement is conducted in a hierarchical fashion. During each iteration, temperature approximation is performed until convergence to a stable profile. Neighboring grid elements with temperature differences exceeding thermal difference constraints are recursively partitioned. Given adjacent thermal element temperatures, $T_i$ and $T_j$, and the spatial thermal difference constraint, $T_{\text{th}}$, the number of partitions for these two elements is $[|T_i - T_j|/T_{\text{th}}]$. The position of each individual cut is a function of the thermal conductivities and the sizes of the elements. Using hierarchical partitioning, $[|T_i - T_j|/T_{\text{th}}]$ cuts are required. It is possible that two neighboring thermal elements may have equivalent average temperatures, resulting in premature termination of the refinement procedure. At present, starting from a moderately fine-grained partitioning is sufficient to allow accurate results for all the problem instances we have encountered. However, we are in the process of adding the capability of adjusting the initial partitioning based on the locations and sizes of the blocks in the supplied power profile.

To support incremental spatial discretization refinement, we propose the hybrid tree structure illustrated on the right side of Figure 3. This structure provides an efficient representation of the incremental refinement process, which corresponds to the incremental growth of the tree. In this hybrid tree, all the leaf nodes, shown as grey blocks in Figure 3, refer to the thermal elements used in both steady-state and dynamic thermal analysis. This hybrid tree structure also provides an efficient hierarchical representation for multigrid analysis, by enabling efficient traversal through different levels of the tree.

III-B. Asynchronous time marching method

We will contrast the proposed asynchronous time marching technique used in ISAC with the popular Runge-Kutta family of finite difference techniques [5, 15]. When Runge-Kutta time marching techniques are used for thermal analysis, thermal elements advance in time in lock step. At each time step, the temperature at a fixed time offset is computed via a bounded-order function approximating the element’s true temperature. This function is a reformulation of the Taylor series expansion of the thermal element’s temperature function around its current time [15]. An element’s bounded-order function depends on the thermal conductivities, heat capacities, and temperatures of its (transitive) neighboring thermal elements. The time complexity of this method is reduced by amortizing computations over use by many (transitive) neighbors, permitting the use of high-order methods. For many problems, higher-order methods are useful because they allow the bounded-order approximation function to accurately approximate the real temperature over long time scales, thereby allowing large time steps and speeding analysis. However, our analysis and experiments show that the benefits of asynchronous time progression far outweigh the benefits of using high-order method, for the IC thermal analysis problem.

There are two categories of Runge-Kutta methods: non-adaptive and adaptive. Non-adaptive Runge-Kutta methods use the same time step size throughout analysis. Unfortunately, this means that performance is bounded by the smallest time step required by any element at any time. A non-adaptive fourth-order Runge-Kutta method is in common use for dynamic IC thermal analysis [5]. We found that non-adaptive fourth-order Runge-Kutta techniques were incapable of handling thermal models with enough discrete elements to permit accuracy, while running with adequate performance for use within IC
synthesis. It is possible to improve performance substantially without loss of accuracy by using an adaptive fourth-order Runge-Kutta technique in which thermal elements advance in time in lock-step but, at each time, the step size is adjusted to the minimal size required for accuracy by any thermal element. The adaptive fourth-order Runge-Kutta method appears to be near a local optimum, performing better than low-order and non-adaptive Runge-Kutta techniques without loss of accuracy. However, we have found it to be far from the global optimum for IC thermal analysis.

Maximum safe step size is the largest time step a thermal element may use when updating its temperature without resulting in unacceptable error. If a local approximation function is used with too large a step size for the approximated function, truncation error may exceed tolerable bound theses result. Therefore, before each time step, the maximum safe step size satisfying a truncation error bound on an element’s temperature as a function of the states of its (transitive) neighbors is computed (see Equation (16)).

Figure 2(b) is a histogram illustrating the distribution of maximum step sizes satisfying a temperature error bound of $1 \times 10^{-5}$ K at a single time during the time-domain thermal analysis of the same benchmark used in Figure 2(a). In this figure, the time step sizes are normalized to the minimum over all thermal elements. Allowing most thermal elements to take time steps larger than the minimum has the potential to greatly improve efficiency. ISAC uses a temporally and spatially adaptive asynchronous element time marching technique for short time scale dynamic thermal analysis. Instead of advancing all thermal elements forward in time synchronously, our method allows thermal elements to advance asynchronously. In addition, it uses a heterogeneous thermal element discretization to minimize the number of thermal elements under a constraint on neighboring thermal element temperature differences (see Section III-A).

Spatial discretization refinement takes all input power profiles into consideration through incremental refinement. Consider the example illustrated in Figure 3. The initial spatial refinement is based on the input power profile A. A hotspot occurs at bottom-left corner of the chip, requiring higher thermal gradient in that region. As a consequence, finer-granularity spatial discretization is used in that region. Power profile B is later examined, causing further refinement of a region near the right of the chip. For each thermal element, partitioning decisions are based on the maximum difference between neighboring element temperatures over the steady-state thermal profiles associated with all power profiles in the trace provided for analysis.

Recall that computing the next temperature of a thermal element requires knowledge of the temperatures of its (transitive) neighbors at the element’s current time. This poses no special problem for conventional finite difference techniques. However, allowing asynchronous thermal element times makes it necessary to compute the temperatures of an element’s (transitive) neighbors at the local time of the advancing element in order to compute the element’s next temperature using a bounded-order approximation function. This prevents the amortization of temperature computations over multiple (transitive) neighbors (which was permitted by the Runge-Kutta methods). In other words, asynchronous element times make high-order approximation methods more computationally expensive. However, asynchronous operation relaxes the constraint that each step size is bounded by the minimum step size required by any element at that time. For the dynamic thermal analysis problem, the gains possible via asynchronous step size adaptation hugely outweigh the disadvantages of using a lower-order approximation function. While maintaining an error lower than 0.5%, the proposed approach improves performance by at least 1.071x over adaptive fourth-order Runge-Kutta (see Section IV).

We now give the derivation of the thermal element update equation used in the asynchronous time marching method. Noting the definitions in Equation 1, and given that $T_i(t)$ is the temperature of element $i$ at time $t$, $G_{m,i}$ is the thermal conductivity between thermal elements $i$ and $n$, $V_i$ is the volume of thermal element $i$, and $N$ are the element’s neighbors, we know that the net heat flow for a given thermal element, $i$, is zero.

$$0 = \sum_{n \in N_i} (T_n(t) - T_i(t)) G_{m,i} + \rho c_v V_i \frac{dT_i(t)}{dt} - p_i V_i \cdot u(t) \tag{3}$$

This can be simplified by introducing a few variables.

Let $\alpha = \sum_{n \in N_i} G_{m,i}, \beta = \sum_{n \in N_i} T_n G_{m,i} + p_i V_i$, and $\kappa = \rho c_v V_i$. Thus $0 = T(t) \cdot \alpha - u(t) \cdot \beta + \kappa \frac{dT(t)}{dt} \tag{4}$

and solved for $T(t)$.

$$L \left( T(t) \cdot \alpha - u(t) \cdot \beta + \kappa \frac{dT(t)}{dt} \right) = T(s) \cdot \alpha - \frac{1}{\beta} \beta T(s) = T(0^-) \cdot \kappa \tag{5}$$

$$T(s) = \frac{\beta + s \cdot T(0^-) \cdot \kappa}{s + \alpha \cdot \kappa} \quad \text{(by 5 and 6)} \tag{6}$$

Let $\gamma = \frac{1}{s \cdot (\alpha + s \cdot \kappa)}, \text{ thus } T(u) = \frac{T(0^-)}{s + \alpha \cdot \kappa} + \beta \cdot \gamma \tag{7}$

Linearity theorem for $T$.

$$1 \cdot \frac{1}{s \cdot (\alpha + s \cdot \kappa)} = A + \frac{B}{s \cdot (\alpha + s \cdot \kappa)} \quad \text{with } A = \alpha \cdot (s + \alpha \cdot \kappa) + B \cdot s \tag{8}$$

Let $s = 0$ to yield $A = 1/\alpha$ and let $s = -\alpha / \kappa$ to yield $B = -\kappa / \alpha$.

$$\gamma = \frac{1}{s \cdot (\alpha + s \cdot \kappa)} = \frac{1}{\alpha} - \frac{1}{\alpha} = \frac{1}{\alpha} \frac{\beta \cdot s}{s + \alpha \cdot \kappa} \tag{9}$$

$$T(s) = T(0^-) + \frac{\beta \alpha}{s + \alpha \cdot \kappa} \tag{10}$$

$$\gamma^{-1} \left( T(0^-) + \frac{\beta \alpha}{s + \alpha \cdot \kappa} \right) = \frac{1}{\alpha} \frac{\beta \alpha}{s + \alpha \cdot \kappa} \tag{11}$$

$$U(t) = \beta / \alpha + T(0^-) - \beta / \alpha e^{-t / \alpha} \tag{12}$$

Note that, although the impact of transitive neighbors is not explicitly stated, it may be considered in higher-order methods. Thus, $\beta$ should be redefined to explicitly consider transitive neighbors.

$$\beta \left( t, M \right) = \sum_{n \in N_i} T_n (t, M) \cdot G_{m,n} + p_i V_i \text{ if } M > 0 \tag{13}$$

and $M = 0$ is the remaining transitive neighbor depth. In other words, it is necessary to consider the heat flow from and to transitive neighbors to a depth of $M$. Thus, the nearest-neighbor approximation of temperature of element $i$ at time $t + h$ follows:

$$T_i(t + h, M) = \beta_i (t + h, M - 1) / \alpha_i$$

$$+ \frac{T_i(t)}{c_i} = \beta_i (t + h, M - 1) / \alpha_i \quad \text{if } M > 0 \tag{14}$$

Note that ensuring acceptable accuracy will still require the following bound on step size, $h$, remaining terse by neglecting the parameters of $T_i(t, M)$:

$$h^+ (\delta_i) = u \cdot \left( \frac{d^T_i}{dt} \frac{3 \delta_i}{4} - \frac{3 \delta_i}{4} \frac{d^T_i}{dt} + \frac{3 \delta_i}{4} \right) \tag{15}$$

I.e., we compare the temperature after two $3/4h$ steps with the temperature after one $3/2h$ step in order to estimate truncation error. The difference between these values is related to the contribution of the truncated higher-order terms of the temperature function. This allows an $h^+$ satisfying bounds on local truncation error to be computed.

Boundary conditions are imposed by the chip, package, and cooling solution. Updates are carried out using a run queue of thermal elements sorted in order of increasing target step times ($t + h$), i.e., we always advance the element that will end up at a minimal time, thereby reducing time discrepancies among elements in the presence of asynchronous progression.

III-C. Moment matching algorithm for thermal analysis

This section describes the design and analysis of an efficient and accurate frequency-domain IC thermal analysis algorithm. As described in Section I, dynamic thermal analysis may be conducted via time marching techniques as well as frequency-domain moment
matching; each technique is appropriate under certain circumstances. In this section, we will focus on moment matching, which can result in dramatic improvements in analysis time for long time span dynamic thermal analysis. A numerical method will be used to match the thermal profile’s response to the power profile.

Moment matching based thermal analysis is composed of three stages: static, periodic, and dynamic. The static analysis phase need be completed only once for each IC chip-package configuration, i.e., once for a (potentially long) series of power profiles. In this phase, the reduced order thermal model for the chip, package, and heat sink is generated. The periodic phase occurs each time a change is reported in the power profile of the IC active layer, e.g., every 1 ms–100 ms in normal applications. In this phase, the moments of the reduced order model are used to compute system response coefficients that will be used to determine temperature profile as a function of time. In the final dynamic phase, the time-varying thermal profile of the IC is computed based on the system response coefficients. Multiple dynamic phases may occur within each period phase, i.e., it may be necessary to compute the temperature profile at multiple times between two changes to the power profile.

### III-C.1. Spatial adaptation and multigrid analysis:
We initially use the adaptive grid refinement technique described in Section III-A to spatially discretize the chip, package, and heat sink. This technique is of critical importance to permit moment matching to deal with large problem instances, each of which is necessary to compute the previous thermal profile, e.g., six in homogeneous partitioning, to permit accuracy without degrading performance is critical for high accuracy. Although selecting an appropriate number of mesh partitions, each of which is necessary to compute the previous thermal profile, has much lower computational cost than N, the number of grid elements, our multigrid iterative solver is more than ten times faster than an otherwise identical multigrid iterative solver using the preconditioned conjugate gradient method. Moreover, the hierarchical structure of the chip-package discretization naturally matches the nested iteration of the multigrid method. By iteratively traversing the discretization refinement hierarchy, our multigrid method speeds convergence.

Algorithm 3 describes the proposed multigrid iterative relaxation technique used for matrix inversion. Lines 4–16 show the multigrid relaxation kernel. To invert matrix A, through each iteration i, the solver is invoked to compute AXi = εi, in which εi is the i-th column of identity matrix I. The solution X0 corresponds to the i-th column of matrix A−1, the inverse of A. Each X0 is computed using multigrid relaxation. An initial solution is first computed at the finest grid resolution using Gauss-Seidel method (Line 3). Low-frequency errors are characterized recursively at coarser grid resolutions (Lines 5–12) and mapped back to the initial solution for error correction (Line 13–15). Gauss-Seidel smoothing at the finest grid resolution is used to produce the final X0 (Line 16).

Despite its high efficiency relative to other direct and indirect solvers, the proposed multigrid relaxation method is still computation intensive. Its execution time is a superlinear in N, the number of rows of the matrix. For matrix inversion, the multigrid solver is invoked N times; for large problem instances, matrix inversion is a major performance bottleneck in moment matching.

### III-C.2. Moment matrix calculation via iterated matrix multiplication:
The second time-critical step in moment matching is the calculation of the moment matrix, F. This matrix is composed of the first columns of matrices F1, F2, · · ·, FQ where Q is the number of moments to which the model will be reduced. A is the N × N thermal conductivity matrix and C is the N × N, diagonal, heat capacity matrix.

\[
\mathbf{C}(\mathbf{T}(s) - \mathbf{T}(0)) = \mathbf{AT}(s) + \mathbf{P}/s
\]

Inverting the thermal conductivity matrix, A, is the first step in moment matching. This step is one of the most critical for performance due to the size of A. Accurate thermal analysis with fine-grain discretization results in a large A matrix, with a size quadratic in the number of thermal elements and a number of non-zero entries proportional to the number of thermal elements, e.g., given 32,768 homogeneous thermal elements, A contains 1,073,741,824 elements, 196,608 of which are non-zero. Directly solving A can be computationally expensive. We have developed a hybrid, heterogeneous multigrid-based iterative relaxation technique for solving large discretized partial differential equations that is used for matrix inversion and steady-state thermal analysis.

In the A matrix, each non-zero value refers to the thermal conductivity between two neighboring thermal elements. Each thermal element has few neighbors, e.g., six in homogeneous partitioning. Therefore, A is sparse. However, spatial adaptation results in an irregular matrix; efficient solvers for band matrices are not applicable. The preconditioned conjugate gradient method can accelerate the solution of some sparse matrices. However, experiments show that, if the number of iterations steps required for convergence is much less than N, the number of grid elements, our multigrid iterative solver is more than ten times faster than an otherwise identical multigrid iterative solver using the preconditioned conjugate gradient method.

The preconditioned conjugate gradient method, however, is too expensive. This emphasizes the importance of spatial partitioning algorithm described in Section III-A for increasing efficiency by reducing N. As shown in Figure 4 we have found that 8–10 moments are sufficient for high accuracy. Although selecting an appropriate number of moments, Q, to permit accuracy without degrading performance is an interesting problem, it is less critical to the static phase of moment matching than controlling the number of thermal elements. In moment matching, a few time-consuming operations require linear time in Q. In practice, the Q required for accurate analysis is bounded by a small integer. Therefore, designers can be somewhat conservative
when selecting \( Q \), knowing that they will suffer, at most, a linear penalty in run time for this phase of moment matching. The impact of moment count on subsequent phases of thermal analysis is, however, significant and will be discussed in Section III-C.4.

At this stage, eigen decomposition is used to determine the poles of the reduced thermal system. Fortunately, only a \( Q \times Q \) matrix need be determined. Moreover, in some synthesis and architecture applications, the modified Gram-Schmidt transformation should be used to orthogonalize the vectors.

By using the \( F \) matrices and the resulting poles, the coefficients of the frequency domain response of thermal element \( x \) corresponding to the power element \( j \) can be calculated as follows:

\[
1 / p_{x0}^j \quad 1 / p_{x1}^j \quad \cdots \quad 1 / p_{xQ}^j \quad H_{x,1}^{x,1} \quad H_{x,2}^{x,2} \quad \cdots \quad H_{x,Q}^{x,Q} \quad m_{x,1}^{x,1} \quad m_{x,2}^{x,2} \quad \cdots \quad m_{x,Q}^{x,Q}
\]

The frequency domain response of thermal element \( x \) can be expressed by the coefficients \( h \) and the poles as follows.

\[
T_x(s) = \sum_{i=1}^{Q} \frac{h_{xi} / p_i \times P + CT(0)^i s}{s} \tag{20}
\]

For each pole, one thermal element has \( N \) coefficients, which correspond to \( N \) power elements. The preceding equations must be solved \( N \times N \) times to derive the complete set of system response function coefficients. Therefore, the time complexity of these calculations is \( \mathcal{O}(Q^2 N^2) \). At this point, the static moment matching phase is complete, and need not be carried out again for the given chip, package, heat sink, and (potentially long) series of power profiles.

III-C.3. Periodic phase: Power and initial temperature dependent coefficient computation: The computation of system response coefficients is expensive because, for each of the \( N \) thermal elements, it is necessary to iterate over \( N \times Q \) matrix entries, where \( Q \) is the number of moments. One might attack the problem by attempting to adapt \( Q \) depending on the required number of moments for each element. However, independently reducing the number of moments used in the computation of the system response coefficients without changing the poles of the system would introduce substantial error because the values of all poles depend on the number of moments used to approximate the system response.

III-C.4. Dynamic phase: Time domain temperature computation: During this phase, given a power profile, the temperature profile of the IC may be calculated at (any) time. This phase requires \( Q \times n \) operations to determine the temperature of each thermal element, in which \( Q \) is the number of moments in the reduced order thermal model and \( n \) is the number of elements under observation. Within the time span of each power profile, the run-time temperature of each element can be computed directly without the need of iteration. This is the reason for the superior performance of frequency-domain techniques over time-domain techniques in long time scale thermal analysis. In some synthesis and architecture applications, only a subset of active-layer thermal elements need be observed, i.e., \( n \) can be much smaller than \( N \).

IV. EXPERIMENTAL RESULTS

In this section, we evaluate the accuracy and performance of ISAC. Experiments were conducted on a Linux workstation with a 2.1 GHz Athlon processor and 1 GB of memory. ISAC is a unified thermal analysis platform containing a steady-state analysis technique, i.e., a spatially adaptive multigrid iterative method, and two dynamic analysis techniques, i.e., a spatially and temporally adaptive asynchronous time marching method for short time scales and a spatially adaptive moment matching method for long time scales.

We will compare the proposed adaptive algorithms with those used in other commercial and academic thermal analysis systems. In these comparisons, average error, \( \epsilon_{avg} \), will be used as a measure of difference between thermal profiles:

\[
\epsilon_{avg} = 1 / |E| \sum_{e \in E} |T_e - T_e'| / T_e \tag{21}
\]

where \( E \) is the set of elements on the surface of the active layer of the silicon die modeled by ISAC and \( T_e \) and \( T_e' \) are the temperatures of element \( e \) reported by another algorithm and ISAC, respectively. For the sake of consistency with existing work on IC thermal analysis, percentage error is computed with the fixed point of 0°C instead of 0 K (with apologies to purists). This is conservative; if comparisons were made in degrees Kelvin instead of degrees Celsius, the reported percentage error would be substantially lower. In all cases, we calculate average temperature difference for elements within a fine-grained homogeneous mesh, e.g., a large block with an average temperature of 80°C composed of two fine-grained blocks, one of which has a temperature of 75°C and one of which has a temperature of 85°C, has an average temperature difference of 5°C, not 0°C.

Although we have partitioned the validation and performance evaluation of our thermal analysis methods by domain (steady-state, time-domain, and frequency-domain), either the time-domain or frequency-domain solvers can be used to solve dynamic thermal analysis problem instances. The correct method to use depends on which will yield better performance. This decision can be made by the user or automatically, based on time scale: the time-domain solver is generally faster for short time scales, e.g., tens of milliseconds, and frequency-domain solver is generally faster for long time scales.

This section is organized as follows. Section IV-A summarizes the validation of our spatially-adaptive steady-state thermal analysis algorithm. Section IV-B compares our new cooperative temporally and spatially adaptive asynchronous time marching method with a globally adaptive technique, as well as non-adaptive techniques in recently-published research. Section IV-C compares our new spatially-adaptive frequency-domain thermal analysis method with a commercial solver, and the fastest-known time-domain method.

IV-A. Steady-state analysis

ISAC contains algorithms for steady-state, short time scale, and long time scale thermal analysis. The steady-state thermal analysis algorithms used in ISAC have been validated in previous work [12]. However, we will briefly summarize those results. Spatial adaptation results in 27.5x and 690.0x speedup over a homogeneous multigrid steady-state thermal analysis for an IBM ASIC and a 16-core chip-level multiprocessor from the MIT Raw group. Temperatures had average deviations of less than 3% from the results produced by COMSOL Multiphysics [4]. When run on numerous high-level synthesis benchmarks, speedups ranged from 21.6x–202.9x and average temperature deviations were less than 1.5%, compared to a high-resolution non-adaptive multigrid method.

IV-B. Asynchronous time matching method

First, we evaluate the performance of the asynchronous time matching method implemented in ISAC, a third-order numerical method incorporating cooperative spatial and temporal adaption techniques. To demonstrate the effectiveness of these two techniques, we compare our proposed method with a globally-adaptive fourth-order Runge-Kutta method (GARK4), which uses global temporal adaptation with homogeneous partitioning. In addition, we compare with non-adaptive fourth-order Runge-Kutta, the dynamic method used in the HotSpot [5] thermal analysis system.

Table I shows the experimental results for the proposed adaptive asynchronous time matching method. For each benchmark, each technique does thermal analysis for 1 ms with an initial time step size of 10 ns and a temperature error bound of 1 x 10-6 K. Columns two and six show the CPU time used by ISAC and GARK4. ISAC consistently speeds up dynamic analysis by three orders of magnitude (column three), and reduces memory usage by 5.6-14.4x (column four and column seven). This high performance gain results from the

<table>
<thead>
<tr>
<th>Problem</th>
<th>ISAC</th>
<th>GARK4</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU time (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speedup (%)</td>
<td>1.35</td>
<td>1.35</td>
</tr>
<tr>
<td>Mem. (KB)</td>
<td>43.47</td>
<td>43.47</td>
</tr>
<tr>
<td>Error (%)</td>
<td>0.13</td>
<td>0.13</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speedup (%)</td>
<td>508.22</td>
<td>508.22</td>
</tr>
<tr>
<td>Mem. (KB)</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>Error (%)</td>
<td>722.64</td>
<td>722.64</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speedup (%)</td>
<td>828.22</td>
<td>828.22</td>
</tr>
<tr>
<td>Mem. (KB)</td>
<td>0.09</td>
<td>0.09</td>
</tr>
<tr>
<td>Error (%)</td>
<td>908.88</td>
<td>908.88</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speedup (%)</td>
<td>3042.61</td>
<td>3042.61</td>
</tr>
<tr>
<td>Mem. (KB)</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>Error (%)</td>
<td>1305.25</td>
<td>1305.25</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speedup (%)</td>
<td>1092.98</td>
<td>1092.98</td>
</tr>
<tr>
<td>Mem. (KB)</td>
<td>0.11</td>
<td>0.11</td>
</tr>
<tr>
<td>Error (%)</td>
<td>1917.71</td>
<td>1917.71</td>
</tr>
<tr>
<td>CPU time (s)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Speedup (%)</td>
<td>1111.68</td>
<td>1111.68</td>
</tr>
<tr>
<td>Mem. (KB)</td>
<td>0.18</td>
<td>0.18</td>
</tr>
<tr>
<td>Error (%)</td>
<td>1932.95</td>
<td>1932.95</td>
</tr>
</tbody>
</table>
cooperative spatial and temporal adaptation techniques. As shown in column five, the deviation ($e_{avg}$) of ISAC's results from those of GARK4 is less than 0.5%.

Please note that the problem instances being considered here have 32,768 thermal elements, each. ISAC accelerates thermal analysis by constraining the number of thermal elements via spatial adaptation (as described in Section III-A) and by allowing different thermal elements to move through time asynchronously at different rates (as described in Section III-B). Our spatial and temporal adaptation technique automatically consider impact on accuracy, allowing tremendous speedups with results that deviate from those of the globally-adaptive fourth-order Runge-Kutta method by less than 1%. In summary, the proposed adaptation methods accelerate time-domain dynamic thermal analysis by three orders of magnitude while producing solutions that are substantially equivalent to those produced by solvers using 32,768 thermal elements and synchronous time steps.

We believe that the globally-adaptive fourth-order Runge-Kutta method is a reasonable starting point for comparison. This method is commonly used by engineers interested in solving distributed differential equations via finite difference methods. However, in order to position ISAC relative to other recently-published work on chip-package thermal analysis, we will also discuss the merits of other techniques.

HotSpot is a widely-used thermal analysis package in the academic computer-aided design and computer architecture communities [5]. This tool initially used functional unit based partitioning and a fourth-order non-adaptive Runge-Kutta solver. Recently, support for homogeneous grid-based partitioning has been added. This fast\textsubscript{trans}\textsubscript{Solver} is still under development by its authors. We have encountered substantial irregularities when attempting to validate this solver and are presently in discussions with the authors. For the present, we will focus on comparisons with the fourth-order non-adaptive Runge-Kutta method.

In order to bound truncation error (which is generally more significant than round-off error for short time scale use) Runge-Kutta methods must use sufficiently small step sizes. Adaptive Runge-Kutta methods estimate truncation error before each time step, thereby selecting appropriate step sizes. Non-adaptive Runge-Kutta methods must use a single step size that is safe over the entire time range. In order to show the non-adaptive Runge-Kutta method in the best possible light, we used a globally-adaptive fourth-order Runge-Kutta method to determine the minimum of the step sizes used during the analysis run. This value was used in the non-adaptive fourth-order Runge-Kutta method to compare performance. Each of the problems in Table I required 9,436 seconds of CPU time to solve, i.e., the cooperative spatially and temporally adaptive methods used in ISAC consistently allow more than a 4,000x speedup over the non-adaptive fourth-order Runge-Kutta method.

### IV-C. Adaptive moment matching method

We next evaluate the performance of the proposed spatially-adaptive moment matching method. This technique was developed for use in long time scale thermal analysis of large problem instances, making validation a challenging problem.

HSPICE failed to produce results for the benchmarks used in this work. We know of no other IC techniques capable of dynamic thermal analysis for the time scales, and problem instance sizes, handled by ISAC. Therefore, to compare with other techniques, it is necessary to bound problem instance sizes. For designs with 32 thermal elements, the proposed method produces results that differ from those of HSPICE by less than 1%.

We have characterized the analysis accuracy of the moment matching method as a function of number of moments and the time scale using the set of benchmarks described in Section IV-B. For each benchmark, a 100 ms simulation is performed using the proposed method with different moment counts: from one moment to ten moments. By using a tight error bound during numerical analysis, i.e., an error bound of $1 \times 10^{-15}$ for matrix inversion, analysis using ten moments is highly accurate, and serves as a base case with which analysis with fewer moments may be compared. Figure 4 shows relative temperature error as a function of moment count and time averaged over a set of ten power profile transitions. For the sake of clarity, results using three, five, seven, and nine moments are plotted. As shown in this figure, as the number of moments increases, the relative error decreases superlinearly. For five or more moments, run-time analysis error after 1 ms is consistently less than 0.01%, relative to the ten-moment case, i.e., the frequency-domain approach achieves high analysis accuracy for long time scale analysis. Note that the proposed time-domain technique has low startup overhead and can be used for short time scale thermal analysis.

Table II shows detailed CPU times for the adaptive moment matching technique. Note that the static phase of moment matching is computation and memory intensive. ISAC greatly improves computation and memory efficiency via spatial adaptation. Without spatial adaptation, the moment matching method would be unable to handle these benchmarks using the original 32,768 element homogeneous partitioning. In this table, columns three to five show the CPU times of the three performance bottlenecks in the static phase, i.e., A matrix inversion, moment matrix (M) computation, and system response coefficient (H) computation, respectively. The CPU times associated with one moment are reported. Based on the analysis in Section III-C, with an increase in number of moments, the CPU time of matrix inversion may or may not increase depending on whether a more stringent error bound must be applied, the CPU time of moment matrix computation increases linearly, and the CPU time of H coefficient computation increases quadratically. As we can see, the static phase is computation intensive. However, it need be carried out only once for an IC chip-package and cooling solution. Column six shows the CPU time of the periodic phase. Compared to the proposed time-domain method, the periodic phase is fairly efficient. This phase need only be performed once for every new power profile; for long time scale power profiles, this overhead is low. Column seven shows the CPU time of the dynamic phase for each element, which is much more efficient than the proposed time-domain method. These results demonstrate that the proposed adaptive moment matching method is well-suited for long time scale thermal analysis. Using a simple design case, in which the power profile is updated with a period of 10 ms–100 ms and temperature is reported every 100 us for elements on the active layer of the IC, the adaptive moment matching technique can achieve one or two orders of magnitude speedup compared to the proposed time-domain technique.

In summary, the results in this section demonstrate that the adaptive time matching method, combined with the adaptive moment matching method, provides a highly efficient and accurate multiple time scale thermal analysis solution.

### V. Library interface

The thermal analysis infrastructure described in this article has been implemented as a library with C and C++ bindings. ISAC is...
presently being used by teams at numerous universities working on thermal-aware IC synthesis and computer architecture.

Figure 5 shows the primary C++ binding interface to the ISAC thermal analysis system, as well examples from the secondary, more generic interface, and the C binding interface. More detailed documentation is included with the software. The ISAC(–) constructor creates an instance of a thermal analysis object. This constructor accepts, as input, a Boundary object specifying the chip-package boundary conditions. The ISAC constructor also accepts a C++ standard template library (STL) vector of Layers, which describes the construction of the chip and package. Each material Layer has a thermal conductivity, a specific heat capacity, a width, a height, and a depth. The ordering of layers in the chip and package is determined by their order in the vector. Finally, the constructor uses an initial power profile in order to determine appropriate thermal element spatial discretization. Steady-state thermal analysis is conducted via the solve_static() method, which accepts an STL vector of thermal elements describing the chip-package power consumption profile. Each element is a rectangular parallelepiped having a width, height, depth, a position in three-dimensional space, and a power consumption value. This interface allows three-dimensional power profiles to be specified. The solve_static() method returns an STL vector of thermal elements, each of which has a temperature.

Dynamic thermal analysis is conducted via the init_dynamic() and step_dynamic() methods. init_dynamic() initializes the chip-package to the steady-state thermal profile associated with power profile argument. This method is similar to solve_static(). However, it stores the initial temperature profile as internal state to allow subsequent dynamic analysis. Starting from the current thermal profile state, step_dynamic() method determines the new thermal profile if duration seconds are spent with the power profile argument. This temperature profile is returned from the method and stored as internal state for future time advances.

For the sake of user convenience, we have provided a general mirror interface allowing the use of any STL container, including a plain array, to provide power profiles. This interface is otherwise identical to the primary interface.

Specifying power and thermal profiles using unordered containers of rectangular parallelepipeds is general. However, some users may want to provide power profiles, or receive thermal profiles, in homogeneous arrays. We have provided a number of generic, template-based, conversion routines to convert to and from containers of elements to two-dimensional and three-dimensional homogeneous arrays. We decided to support element basis conversion routines instead of complicating the interface of ISAC.

Recall that ISAC is spatially adaptive. The elements in the output thermal profiles may be heterogeneous, and may not have the same positions and sizes as the elements in the input power profiles. The element basis conversion routines can also be used to find the average, minimum, and maximum temperatures encountered within three-dimensional parallelepipeds corresponding to regions, e.g., processor functional units.

VI. CONCLUSIONS

This article has described ISAC, a comprehensive solution to the IC thermal analysis problem. It has both the speed and accuracy required for use during IC synthesis. ISAC uses cooperative temporal and spatial adaptation to accelerate thermal analysis while maintaining accuracy. It unifies steady-state, time-domain, and frequency-domain thermal analysis, thereby allowing the fastest appropriate solver to be used for a given thermal analysis problem instance. ISAC contains a spatially-adaptive multigrid solver of our own design for steady-state thermal analysis, a new spatially and temporally-adaptive asynchronous time marching technique for short time scale analysis, and a new spatially adaptive frequency-domain moment matching technique for long time scale analysis. Our spatial adaptation techniques bring a 22.6×–690.0× speedup over recently published steady-state thermal analysis techniques [7]. Our unified spatial and temporal adaptation techniques, within our asynchronous time marching method, bring a 1.071×–1.890× speedup over widely-used, time-domain thermal analysis techniques [5] with less than 0.5% error. Our spatial adaptation techniques enables the efficient use of our new frequency-domain thermal analysis technique, which brings a 10×–100× speedup over the fastest-know time-domain technique, when used for long time scale thermal analysis. ISAC efficiently and accurately solves the static, short time scale dynamic, and long time scale dynamic thermal analysis problems. Our C/C++ library implementation of ISAC is publicly available at http://post.queensu.ca/~shangl/isac/.
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