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Large Language Models are having a substantial impact on electronic design automation in areas ranging
from hardware architecture to verification and optimization. The special issue provides a snapshot of work on
this topic. This introduction describes and provides context for the research area, describes the organization of
the special issue, and provides terse summaries of each of its papers.
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A key difference between electronics and most other areas of human endeavor is that, very early in
its history, advances in electronics became dependent on automation. Electronic design automation
(EDA) has played a key role in the rapid advances in electronic system capabilities, with early efforts
focused on lower-level aspects of the design process and current efforts considering everything
from physical design to system-level design. EDA enables a feedback loop in which computers are
used to design more complex and capable computers.

Recent advances in artificial intelligence have enabled new capabilities once possessed only by
humans; large language models (LLMs) provide a compelling example. Based on transformer-type
deep neural networks, LLMs are trained over vast quantities of natural language prose and code
which they can learn to predict or mimic, enabling them to carry out instructions in the context of
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their training. The largest models—which are now trained on a substantial portion of all publicly
available textually recorded human knowledge—are capable of using knowledge of a vast number
of concepts when following instructions and answering questions. Of particular relevance to this
special issue, they can complete tasks relevant to EDA based on hardware and software design
documents and source code.

Academic and industry researchers have recently started using LLMs to address a very broad
range of EDA problems, including automating both pre- and post-silicon steps in the design and
test process; assisting with improving design efficiency and power/performance/area metrics; and
debugging and fault root cause analysis, which are particularly useful given the large proportion of
design time spent on validation and verification.

The purpose of this special issue is to provide readers with a snapshot of the current state of
research on using LLMs to solve a broad range of EDA problems, spanning from physical level to
system level. The current trajectory of research in this new field suggests that it will grow rapidly
in the next few years.

The special issue is divided into four sections.

The first section focuses on surveys, benchmarks, and benchmarking, which are important
for understanding the evolving EDA capabilities of LLMs. The first paper provides a taxonomy and
survey of research on using LLMs in EDA. The second provides a benchmarking suite for use in eval-
uating LLMs for Verilog hardware description language (HDL) synthesis tasks and evaluates several
open and closed models using the suite. The third evaluates 11 LLMs on Verilog HDL synthesis
tasks of varying complexities and provides guidelines for using LLMs for hardware synthesis.

The second section focuses on using LLMs for hardware generation. The first paper describes
a method of generating register transfer level (RTL) Verilog LLM training data for HDL code
generation and methods to guide an LLM toward power-, performance-, and area-optimized designs.
The second describes an LLM-based analog and mixed-signal circuit generation system and provides
a relevant training dataset. The third describes a framework that uses an LLM to generate Verilog
code for synthesizing convolutional neural network hardware accelerators. The fourth uses an
LLM to refactor programs written in C with the goal of enabling high-level synthesis of hardware
from C programs. The fifth describes an agent-based system that decomposes HDL code generation
tasks into simpler sub-tasks to enable LLMs to produce correct code for larger-scale, more complex
design problems. The sixth describes the use of an LLM to optimize hyperparameters for a standard
cell placement system. Finally, the seventh uses retrieval-augmented generation (RAG) to improve
RTL code generation.

The third section focuses on using LLMs to improve electronic system correctness, reliabil-
ity, and security. Considerable engineering time is spent on validation and verification of designs,
as well as other aspects of hardware-software system reliability and security. Improving the quality
and speed of these processes would have a major impact on industry practice. The first paper in this
section describes a method enabling LLMs to accept feedback from lower-level hardware synthesis
tools and revise LLM-generated HDL code to correct design errors. The second describes an iterative
RAG-based method of using LLMs to correct errors in Verilog HDL code. The third describes an
LLM- and RAG-based HDL code debugging framework. The fourth describes an LLM-based method
to identify functional and security defects in system-on-chip HDL specifications. Finally, the fifth
describes using an LLM to identify patterns in, and track the temporal evolution of, hardware and
Internet-of-Things vulnerabilities.

The fourth and final section focuses on using LLMs to explain or model integrated circuits
and systems. Such work can provide tools that aid engineers in the design process so they
can produce better designs in less time. The first paper describes using RAG to enable an LLM-
based system to build knowledge graphs capturing dependencies and hierarchies in technical
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documentation with the goal of supporting domain-specific technical queries. The second describes
a method of using a multimodal LLM and RAG to reduce the human effort needed to determine
the appropriate hardware device parameter values allowing good matches to device characteristic
plots. The last paper describes using a transformer architecture neural network to predict basic
block performance and power consumption directly from compiled software binaries.

We would like to thank those who submitted papers to the special issue for their trust and
patience with the review process. We would also like to thank Editor in Chief Jiang Hu and
Associate Managing Editor Clarissa Nemeth for their timely help and suggestions on managing
the review process and preparing the special issue and Senior Associate Editor Jérg Henkel for his
advice on defining and publicizing the special issue.
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