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Abstract— Various approaches for micro-architectural power/  [25]. Our approach estimatesergywithin an accuracy of 5%
energy estimation have been introduced, mainly driven by the and per-cyclgpowerwithin 15% or less on an average.
need to obtain fast power/energy estimates during early phases A review of existing models is given in Sec. Il. Our power
of complex SOC designs. In contrast to previous approaches we model is introduced in Sec. Il and IV. The SEA framework

study power/energy estimation for highly optimized synthesizable s discussed in Sec. V. Experiments and results are shown in
description of microprocessor cores. Under this real-world design  Sec. V| with our conclusions in Sec. VII.

scenario, we found, unlike related previous research, that power

can hardly be estimated closer than around 15% using an instruc- Il. REVIEW OF EXISTING POWER MODELS

tion level model. However, we can estimate thenergyas close

as 5%. Our research has resulted in the SEA framework that Alarge number of approaches have been proposed for power
estimates energy/power consumed by a software program, tak- estimation in recent years. We classify them as follows:

ing specific micro-architectural features of the underlying pro- Module-based approachesiew the power consumption of
grammable hardware core into consideration. With this high ac- 5 ~ore as a sum of the power consumption of the structural

curacy in energy estimation we achieve around 5 orders of mag- : " :
nitude faster estimations compared to state-of-the art high-level modules present in the core. Modeling the power behavior of

(RTL) commercial energy/power estimation tool suites. Thus, these individual units provides the energy consumed every cy-
our framework is capable of reliably estimating the energy/power ~ cle by the core. [2, 4] present such power estimators which

consumption of future complex SOCs. estimate thectivity factors area, capacitance, etc. for mod-
ules present in the core. [7] highlights the differences between
|. INTRODUCTION these estimators and the difficulty in estimating accurate activ-

) ) ) ) . ity factors. [23] present SimplePower which is another such
IP-based design methodologies combined with the paradigsgtimator based on the SimpleScalar tool suite [3]. Another
of platforms for specific application areas have enabled desiggstimator for SH3 is presented in [21]. [10] attempts a slightly
ers to design new multi-million gate designs in shorter timegroader classification of the core datapath, control logic
and at an overall smaller man-month count compared to traditc. Such models require an in-depth knowledge of the archi-
tional design method that do not extensively re-use existing IRcture and the implementation, which, however, are not often
Examples of design platforms stem from domains like multiprovided by the IP providers. Further, modules in highly opti-
media processing, wireless communications, real-time contrehized IP cores can have complex operation inter-dependencies
etc. The task of a designer has changed to integrating and @gich make module partitioning difficult.
timating various scenarios of a future complex SOC by means nstruction-based approachesabstract away the low-level
of re-using existing IP and design platforms. details needed by the module-based models above. The energy
A high-level power estimation method should preferablgonsumption of the core is captured by assigning power/energy
have the following features: values to each instruction of the instruction set. The first of
1) The model should be able to estimate on a per-cycle such approacheshas been presentedin [22]. The power behav-
basis to allow sufficient accuracy. ior 01; each mdstructlon is c?ﬁtured bytegecutlrg)g t?he mit_ructtj)n
: in a loop and measuring the current drawn by the chip. Us-
2) The model should be independent of access and ing a measurement-based approach helps account for (physi-
switching activities as they can hardly be predicted cal) packaging issues, but it is difficult to back-annotate the
from an instruction-level abstraction point of view. tp I gl |9 Jinc th the actviti the oins of the chi
This holds especially for highly optimized processor >YSt€m-level joading o the activiies on e pins or the chip.

; " ; L Furthermore, the process of measuring the average cacent
gﬁﬁgﬂféﬂgﬁj?&ﬁgg in a mixed behavioral-RTL and curatelyis a relatively complex and error-prone process [12].

In this paper we provide an approach according to theé%”%&%%%ﬁ%a&f@&Sﬁﬁ'igr?sertfpeendeéaf,'{y needs to obtain
constraints and under the assumption that the processor de ﬁl [8], each instruction ipropagatecalong a gate-level net
might not allow for functional clock gating, i-e., clock gating ist for accurate energy estimation which is relatively time-
that allows RTL blocks at almost any size to be gated, whic bnsuming. Many models are proposed by studying the var-
is true for many real-world processor designs which rigorous us aspecfs of instructions that might effect the core, such as
mix functional and structural RTL. Block-based powerest|maaata’ operands, etc. [18] attempts to capture data related ef.

tion approaches might not be applicable in such cases. S L " ,
Our model is based on the observations made by studyié%ds throughactivity indices Another data-related study is

P : ; esented in [5].Energy-sensitivéactors are studied in [6]
the optimized synthesizable RTL code of the MicroSparclle! nd a regression based analysis is presented in [11]. Another

T This work is supported in part by NSF under grant numbers MIP-970141810del is presented in [20] which is based on classifying the
and CCR02-08992. execution cycles into different types. Most of these models




PCI bus controller (PCIC) onto a single device.

‘ “ Y ‘ ‘ The synthesizable RTL of the core is highly optimized such
Tz se cots [m_/d/m_m Fromie that behavioral and structural RTL are inter-mingled exten-
[ e setecr sively. Further, functional clock-gating had not been imple-

| o ' e D mented. Both these factors prevented the adoption of a block-

based power model as used by some estimation techniques.
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LRIN P astess o Gate-level power estimation is a very time consuming process
=] oo y5a e acttess 7 and is definitely not recommendable for estimating software
o prerects energy. However, for our initial investigation, we synthesized

Fig. 1. Block diagram of the MicroSparcllep synthesizable RTL core the core and conducted gate-level simulation in order to verify
. . . some conclusions presented in similar previous work.
are either based on the observations made for physical chipSzased on extensive detailed experiments, we observe that
rather than IP cores (see the paragraph above), or still requir power/energy variations due to architectural characteristics
the knowledge of the design and implementation. are quite complex. For example, we note that modules that
_ Function-based approachegprovide a yet higher abstrac- 4y not directly involved in the execution of an instruction can
tion for power estimation. Works like [1, 16, 17] abstract thestj|| contribute significantly in terms of power variation. The
processor as a set binctions or stagesBehavior of various data in Tab. | clearly show this point. Here, the first column
physical modules is captured by these abstract quantities. |its pairs of instructions, and the second column summarizes
technique for capturing these activities throygtrformance the corresponding power differences of various modules. The
countersis presented in [9]. Some processors might not offejcronyms used are Core (all modules except caches), 1U (in-
such functionality and in some cases, it might not be possib{gger unit), Ex (execution unit), Rf (register File), CC (cache
to monitor certain power events accurately. A yet higher lev ontroller), MMU (memory management unit), Memif (mem-
of abstraction is capturing the power behaviorlforary rou-  ory interface unit). We use.yto denote tha is a sub-module
tines [14]. The primary difficulty with such an approach is togf;:. From Tab. I, one can readily see that units such as MMU
capture the statistical run-time behavior of these libraries agng Memif account for a large portion of the total power dif-
curately (the cache misses, etc.). At the most abstract levgdrence (e.g., more than 30% fadd v.s. And), even though
the processor can be treated as a black box. [19] presentgZ@ execution of both instructions is not supposed to involve

cycle-level estimator where an ARM processor is assigned tWRe two units. Such behaviors are also observed in the FPU
states, active and nop-waiting. The power values for both stat@sspecially the floating point register file) during the execution

are taken from datasheets. Another such model is presentedirinteger instructions, which is due to the partial decoding of
[15]. Such a coarse treatment may not be applicable to a #fl instructions in the FPU. Instructions are later discarded if
core and might lead to imprecise estimates. they are not FP-instructions. _ _ _

As a summary, some previous approaches have either The intricate dependencies of instruction executions on
made simplified assumptions and do not model the micrdunctional units make it impossible to model the power con-
architecture in sufficient detail; or, the models are very desumption of the core by means of a simple module decom-
tailed but the assumptions of the micro-architecture are rathg@sition. Moreover, even the most complex model would
un-realistic since a highly-optimized micro-architectgem- Nnot accurately estimate the power consumption since many

notbe modeled as a set of RTL blocks that are either active ffects are simply due to the structural RTL coding style of
non-active. In fact, RTL blocks might dissipate energy duringhe core. To overcome these difficulties, we adopt an instruc-

a certain time frame even though a functional simulation dogi®n level model, capture the various effects through simulation
not suggest so. Hence, the idealistic assumption of modulead store them in a multidimensional database that is accord-
based gated-clock designs is not in compliance with optimize@gly accessed by our estimation framework for estimating the
micro-architectures that actually unveil a mixture of structurgtower/energy consumption of a C program.
and behavioral RTL. Let us first review a basic instruction-based power model
The approach we take is to incorporate as many details psesented in [22] by Tiwari, et al. We then consider the com-
possible to extract from an optimized synthesizable RTL deplications of applying it to the MicroSparc core. Through this
scription. This inhibits not only the decomposition into blocksexercise, we identify the model’s weakness and propose a mod-
but it may lead to a partly unpredictable energy/power behaified model for an efficient power estimation tool. The power
ior. Overall, however, we caguaranteean upper and lower model from [22] is given in (1).
bound for the estimategowerthat is typically in the range of
15% and around 5% accuracy femergyestimates.
Y 9 Eprog = Y (BiN:))+ Y _(Oi;Nij)+ Y Ex (1)
I11. DERIVING AND REFINING AN INSTRUCTION-BASED i i, k
ENERGY/POWER MODEL

. TABLE |
To derive the power/energy models for IP cores, we use a POWER VARIATIONS BETWEEN INSTRUCTION SEQUENCES FOR
E

publicly available, synthesizable model of the MicroSparcllep DIFFERENT MODULES IN THE COR

core [25] as an example. Employing a commercial core allows ng\‘jgtfﬁg C(')\ﬂg.dg(')e' Pome.rlg'ﬁere”fﬁ |[En>]<\-N1]0
us to study many architectural features that typically do not ap- CC: 14 MMU :12 IU.Rf 8
pear in simple processor models constructed for research pur- Memif :10

poses only. The block diagram of a MicroSparcllep is shown in Add vs Sub m/lr%{ 120 U1 UEX 1.5
Fig. 1 [13]. Itis a RISC architecture that integrates a SPARC AAd Vs Core- 40 075 UEx 13
processor with a floating-point unit (FPU), memory manage- | (Add.And.Sub)| CC: 2.3 Memif: 2 IU.Rf; 8
ment unit (MMU), separate instruction and data caches, and a MMU: 2




where,E,,,4 is the total energyB; is the base energy cost for captures the details that can actually be observed at the in-
instruction:, N; is the number of occurrences of instructign struction level and abstracts away architectural features whose
0, ,; is the circuit state overhead for each pair of consecutive ipower/energy implications are not visible at the instruction
structions {, j), IV; ;, the number of times the pair occurs, andevel. Such an approach helps to retain both efficiency and
Ey, the energy contribution of other effects such as pipelin@ccuracy of an instruction-level model when dealing with a
stalls and cache misses. highly optimized model of an IP core. We would like to em-
Through detailed simulation, we have made the followinghasize the absence fafnctional clock-gatingn many real-
observations with respect to the instruction-based model in (1orld, highly optimized processor cores due to which certain
(These are further elaborated in Sec. 1V) architectural details required by previous modeling techniques
1) Irrespective of the source of the pipeline stall are not exposed to the power model. Our discussions in the
(memory-access, register-dependency, etc.), various next section will further justify the model that we proposed.
modules in the core show quite similar stall power
behavior, which is a direct consequence of the lack V. BUILDING THE ARCHITECTURAL POWER/ENERGY

of a block-based clock gating. Therefore, differenti- DATABASE
g’gngezgmtie;rexecunon cycleandstall cyclesvould The model proposed in (2) requires a power/energy database

for extracting various power data required by the model (e.g.,
P,yq, andPyq1). The consideration of architectural character-
o _ istics in conjunction with the optimized design representation
'ﬁjvr%r?r?: po%?b%%ﬁaq\?ig; may not be sufficient to cap of the MicroSPARCIIep processor core is key for constructing

P : such a database and hence designing an accurate energy/power

3) Inter-instruction effects are difficult to model due to  estimation tool. This section discusses the prominent issues to
the large variations within the instruction execution e resolved for applying the model
q .

context. Nonetheless, such effects are overshadowe
by the effect of data variations. A. Stall energy estimation
Considering the above observations, we propose a refined,. . .

cycle-based, gi]nstruction—level energy model.p Itpassumes th tP|pecIj|ne stalls due to f%ctglrs such OEI‘S cache misses and dSta
the energy consumed in a certain cycle is induced by the ifEPENUENCIES aré unavoldable In Modern MICroprocessors. Us-
struction that resides in the execution unit at the (clock cycle gsi@eggr‘féem[?;g”teo d C&p;wlg dsgtz”o?r:ﬁgggrgﬁiégc(tﬁ)reczmloghbee
E(rennedogvlvnnt(iigetsvs.oTphaertggfpgtcl%\r}eogyacrrelg sétrr]légtmrsmtgn gcherg_ " functionalities of different modules is needed to develop good
The stall cycles are ass:igned the same stall power, no m st cases for capturing these effects. This knowledge is unfor-
ter which instruction causes the stall. Multi-cycle instruction&inately, not readily available for many IP cores. .
such agmultiply” will have multipleactivecycles. The aver- __ N [2], idle energy of modules of a CPU is estimated as 10%
age power consumed by instructioim a cycle,P, . , reflects of the corresponding active energy. However, the highly opti-

; / i hesizable RTL of the MicroSparcllep led to a dif-
the average power consumed by the micro-architecture over &]jzed synthes . ;
cycles when that instruction is residing in teeecution stage g‘erent conclusion. The data presented in Tab. Il show that idle

It ; ; power can contribute to 50% (or even higher) of the average
of the pipeline. Our model is shown in Eqn. 2. power consumption of the respective modules.
Such observations suggest that stalls have to be modeled ac-
Eprog = (( Y Pavgina)) + (D ns.)* Pean) - T (2)  curately and have to be treated in a way similar to instructions.
i=lin i=lin This is especially true in control-dominated and reactive ap-

Here, E,,., is the total energy consumed by a software prc)c_)lications that tend to have a higher stall rate. The stall en-
gram,n is the number of instructions of the instruction trace€r9y/Power of MicroSparcliep, however, has been observed to

Pavg, IS the average power consumed by instructioRq; is be nearly constant, independent of the kind of stalls. There-

the average stall cycle power, afids the period of the clock fore, we decompose the total execution cycles of an instruction

: ; to two partsactive_cycles andstall_cycles and account for
cycle. Our power database (see Section IV) not only includ : .
the P, for each instruction, but also the lower and uppe ese parts separately in terms of energy/power consumption.

bounds so as to provide various options to the designer. eparating the stall cycles from active cycles decouples vari-

Use of the model in (2) requires various enerav model dat3ys power/energy related effects and thus facilitates a precise
Since measurement—br(;ms)ed gachniques asin [Zg]ycannot be §H1q reliable power/energy estimation.

ployed for IP cores, we employed simulation to obtain the erB, Variations through data dependencies

ergy model data. Each instruction is exposed to various test ] ) .

cases and a power value is assigned to it. In order to reducelhe energy/power consumed in various hardware units of
the number of test cases, the instruction set is partitioned intide processor core depends on, among others, the data that are
classes and each class is assigned a power value. We clag-ocessed by a certain instruction. Fig. 2 shows an excerpt of
sified the instruction set into memory based and non-memory

2) Data variations contribute significantly to the power
variation within a single instruction. Thus, a single

) T C " TABLE I
based as suggested by our initial gate-level simulations. Then, STALL MODE VS. ACTIVE MODE POWER CONSUMPTION
we further classified the instructions by whether or not specialf Psiay | Pactive Psiap | Pactive

igi ive i i Module [mW] [mMW] || Module | [mW] [mW]

\?vlﬁllgt?lsei ir:l?erzdware is invoked by the respective instructions ar 0 R SO TUD 17805 o
geror floatlng pOInt reg|Ster files were affected. IU.Pc 11.924 20 IU.Ex 8.535 30

In contrast to the existing instruction-level models that em{| [U.Hc | 204 uwW | 1.75 W || IU 405.32| 586.5

ploy simulation for obtaining power/energy data, our modell CC 20.296 22.5 || PromlF 5.47 10.5
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measurements (obtained through RT-level estimation): the z-
axis shows the power consumption (in mW), the y-axis shows Graphical User Interface
the break-down to the most prominent sub-units (RTL mod-
u:es) %f (tjhe U (\%hile the x(—j;ajxi_S shows di\t/)er_se instructi%ns _V\ﬂth l
altered data.gdd-na anadd instruction being executed wit comparison

no alterationa(of the operandaxjd-incn the G?dd instruction HQGSiSQur SléAstool flow (gray underlayed) and third party tools including
incrementing an operand by 1; aadd-max the maximum MedelSim and Sente

observed power consumption of thdd instruction by induc- . o ) P :
ing maximum switching activity of the register bits holding the'tié'gﬁexr 3 g&)ri]’;.ogteg.agowever, if using the modelin (1),
operands (e.g., a 0-1-0 to 1-0-1 switch of a 3-bit wide regis- gy P

ter)). The data show that some sub-blocks vary significantly in (1.02+1.034+1.03 —3%0.09) - T =281-T ©)
power consumption whereas others remain more or less con-

stant when data is being altered. Overall, the variations are(The first three terms are the energy for the three instructions
quite significant and cannot be ignored. =~ . individually while the fourth term accounts for the IIEs calcu-

_ The variations in the power consumption within an instrucpted using the data in the 2nd and 4th columns.) Clearly, the
tion are important for certain investigations. For exampléyccumulated IIEs do not correctly model the energy consumed
the maximum power values are useful for estimating the pegy the instruction sequence. The data in Tab. Il also show that
power, which is a key parameter in studying battery utilizap, hasdecreasedor 2-instruction sequences aimtreased
tion efficiency. To facilitate such estimations, we maintain thg, remained constarfor 3- and 4-instruction sequences. This
maximum, the minimum, and the average power for each ”i‘ﬁdécates that IlEs between a pair of instructions may not nec-

struction in the power database. These data can then be Ugg€yyily be constant. Therefore, it is difficult to capture the I1E
in (2) to estimate the maximum, minimum and average energ\anveen a pair of instructions by a single value.

of the whole core. Our experiments also reveal that the power variations in-
C. Inter-instruction effects (IIEs) duced by the IIEs are quite small compared to the variations

. . ue to changes in data. Tab. IV illustrates the power variations
The energy/power consumed by an instruction may vary dg— e P
pending on theontextin which an instruction is executed, i.e., ue todataandcontext The power variations under differ

. . ! ; ; - ent data for an instruction have been shown in Cols. 2-4. The
the instructions immediately before and after the mstructlo;%%\,\,er variations due to combining that instruction with other

The model in (1) captures these effects by assigning a singitructions are presented in Cols. 5-7. One can readily see
energy value to each pair of instructions and adds such enekgyt the power variations due to IIEs can be ignored.

values. However, our detailed simulations show that the inter-
instruction effects (IIEs) are quite complex and the simple ad- V. THE SEA POWER ANALYSIS FRAMEWORK
ditive model in (1) is not appropriate. ‘

Tab. Il presents the power values for different instruction Our SEA framework developed on the basis of our proposed
sequences. The first two columns are for instruction sequenagle-based, instruction-level power/energy model, has been
containing only a single instruction, the next two columns fodepicted in Fig. 3. SEA performs
sequences Containing two inStI’UCtiOI’lS, and so forth. Carefull) Accurate estimation of average as well as minimum

analySiS of the data will show that USing the formula in (1) and maximum power Consumption (On a per-cyde ba-
would produce wrong results. Consider, as an example, a se-  s;js or through the whole application),

guence ofand-or-sl| . The total energy for this sequence
TABLE IV
TABLE Il| DATAVS IIES
POWER VARIATIONS OF INSTRUCTION SEQUENCES Sinagle Instr. Seq Two-instr Seq(|nsterZ)
Instr | Pu, Instr Py Instr Py, Instr. || Min | Max | Varn. || Min | Max varn
Seq | W] | Seq. | [W[ Seq, Wi W] | W] | [oel || (W] | (Wi |  [%]
Add | 1.08 | Add.And | 0.94 Add.and.sub | 1.08 Add 0851 110 294 || 0.93 1.09 17.20
Sli 1.03 | Add.sli 0.93 And.or.sll 1.02 Or 0.72 | 1.08 | 50.0 || 0.93| 0.95 2.15
And | 1.02 | And.Or | 0.93 Add.ld.and 1.09 Sl 0.72 | 1.03| 43.1 || 0.93| 0.95 2.15
Or 1.03 or.Sll 0.95 | Add.and.sub.or| 1.09 Ld 0.72] 0.96 | 33.3 || 1.06 | 1.09 2.83




2) Accurate estimation of the energy consumed (mini [Wh,
mum, maximum, actual), considering the effects of '

input stimuli, data dependencies, instruction depen 131 acwal o

dencies and architectural characteristics, and e R—
3) Various statistical analyses through a graphical use 121 * ‘

interface. |

The input to SEA (Fig. 3) is a binary of an application p T
gram that, for example, has been written in C. The "Analy. . |
is further fed with instruction traces that contain timing int £ 11,
mation. For that purpose, either an Instruction Set Sinr & i

tor (ISS) or a HDL simulator can be used. The Analyzer 09

cesses the power models capturing instruction sequence: i

dependencies and pipeline effects. These models are 08

from the database. The database is directly generated Y

ually supported in a one-time effort; indicated by the das 071

arrows) from the synthesizable RTL core in conjunction v

a energy/power estimation tool (we used Sente). A grap 08 o 50 = = o o
user interface allows to represent various power/energy re Time —» [Cycles]

%E){\;/‘\E)rl]slcglterr]etg’rse?:’eenat?}\l/(\jlgts'[ a\}l\?art]ghvg:’trt]hg[? Itlss?gg b;l/-r][ﬁ er el\f/leO' C] 'e'[—:ig. 5. Power estimation fotkey3” in a certain time window using SEA
Sim simulator with stimuli generated by the execution of atp identify power-critical windows in the execution of an ap-

application written in C. plication as it shows the power consumption cycle by cycle.
It can also be used to optimize the software program in order
V1. EXPERIMENTS AND RESULTS to adapt to the battery characteristics or even to detect power-

related problem areas in the hardware design. Here too, SEA

To verify our power/energy estimation tool suite, we havés compared to Sente and the results are close but the speed of
constructed the power database for the MicroSparcllep COi®EA is orders of magnitude faster.

We then applied our SEA framework to diverse applications Batch Mode: In this mode the SEA framework gives the
that are written in C. SEA can operate in various modes arghergy estimation of a program without a graphical interface.
thereby aid the system designer in different design stages. TTigis enables SEA to operate in batch mode as a tool that is
modes are described in the following. being invoked by other tools.

Power/Energy Min/Max Mode: In this mode, SEA com-  Discussion of Results\We compare the results obtained by
putes the minimum and maximum energy consumption durir@EA with those obtained by the Sente tool suite [24] as the lat-
every cycle. It calculates the minimum and maximum boundggr is a commercial tool providing the highest level of abstrac-
assuming that the same program might run on different datéon (RT level) for estimating power consumption. The com-
Therefore, the system designer gets a reliable energy estimpterisons are performed under following assumptions: Sente
even when the data the application will run on is not availablend SEA were in the mode where per-cycle energy/power con-
yet. A typical plot for this mode can be seen in Fig. 4. ltsumption is estimated. Both tools assume that there is an in-
shows the energy bountimin” and“max”, the predicted en- struction trace already available. Since instruction traces can
ergy“pred” and“actual” which is the comparison to a com- be generated by various tools (by an ISS oMydelsim for
mercial tool (Sente [24]). As can be seen the actual energyxample) at various speeds, we have not included the time for
values lie always within the min/max range. Moreover, evetrace generation in our results, as we wanted to compare the
the predicted graph is very close to tletual” derived from pure efficiency of the power/energy estimation.

Sente. As we will discuss later, our tool is several orders of The results are summarized in Tab. V. The most interesting

magnitude faster than the Sente tool. results are shown.in the last three columns of the table where
Fig. 5 shows a plot of the power consumption with respe¢he computation times are compared absolutely and in terms

to clock cycles. This mode is useful when the designer wand relative difference. Simulating a whole processor core with

the stimuli data for an application turned out to be very com-

haon] putation intensive for the Sente tool: around 2k-3k simulated
— cycles (col. 8) of an application running on the synthesizable

RTL of the MicroSparcllep took between 7hrs and 15hrs for
the Sente tool. Our SEA framework estimated the power us-
ing exactly the same traces in less than a second resulting in
speed-ups of more than five orders of magnitude. However,
we need to put this performance improvement in the context
of the accuracy we achieved: The energy data estimated for
various applications using our SEA framework are shown in
columns 2, 3 and 4 (minimum, maximum and average). The

column namedActual” is the reference energy consumption
achieved by Sente. The colufiRE” shows the error in pre-

Be —0. cyded]” dictLon. It shows that our SEA framework is in all cases within
Fig. 4. Energy estimation fotkey3” using SEA a 5% accuracy compared to Sente. However the per-cycle

power accuracy,PCE” , is within 12% to 17%. This is the
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TABLE V

FINAL RESULTS INCLUDING ENERGY/POWER DATA AND COMPUTATION TIME

ABpllcatlon Energy Data [uJ] PE [%] PCE [%0] Simulated Sim Time
rogram Min. T Max. | Avg. | Aciual Avg. Cycles Senie | SEA [ Speed-up
“Bubble Sort” 40.69 | 51.87 | 46.53 | 47.67| 2.40 13.15 2588 15.09H[ 0.10s| 5.4x10°
“Heap Sort” 33.10| 41.04 | 3747| 37.59| 0.31 12.27 2188 12.76 H| 0.09s| 5.1x10°
“Insertion Sort” || 17.74 | 21.47| 19.87| 19.08| 4.15 16.63 1188 06.93H| 0.04s| 6.2x10°
“Key3” 30.37 | 36.36| 33.94| 32.64| 3.96 10.70 2100 12.25H[ 0.09s| 4.9x10°
“3d-image” 35.18 | 42.14| 39.29| 37.25| 5.48 11.66 2400 14.00H] 0.10s| 5.0x10°
700000 [3] D.C.Burger, T.M. Austin and S. Bennett, “Evaluating future mi-
600000 ] croprocessors:The SimpleScalar Tool SER;:1308, University
£ so0000 of Wisconsin-Madisanjuly 1996.
g oo [4] G. Cai and C.H. Lim, “Architectural-level power/performance
H optimization and dynamic power estimatiol©pol Chips Tuto-
g do000 rial colocated with MICRO32Nov 1999.
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toll we have to pay for our fast database oriented estimation
model. Fig. 6 summarizes the results in terms of how man;tg
times faster our SEA framework estimates energy/power com ]
pared to the Sente tool.

The comparison of our SEA framework to the Sente todHo]
has to be set in relation, though: the aim of Sente is to esti-
mate power ofany RTL design whereas SEA needs a sepa-
rate database for every new processor core. On the other haldd]
SEA's computation time is independent of the (RTL) complex-
ity of the processor since we estimate power/energy consu Bo]
tion at instruction level. The higher abstraction level is even-
tually the reason for the high speed-up. The level of accuragys)
we achieve, especially for average power/energy consumption
makes SEA a reliable tool for a system designer. (14

Fig. 6. Speed-up (i.e., “times faster” of our SEA framework compared to the
Sente tool).

VIl. CONCLUSIONS [15]

In this paper, we have introduced a cycle-based, instruction-
level power/energy model and the SEA framework for fast
micro-architectural energy/power estimation. As opposed
previous work in the field our estimation is for a highly op-
timized synthesizable RTL core which prohibits the usage cg]7
module-based estimation approaches. Instead, our mod s]
employ the notion of minimum/maximum energy/power con-
sumption and estimate depending on how much informatidasg]
and certainty is available within a certain time window. Vari-

ous databases have been generated to accomplish this tasﬁaéf

a result, our technique estimates around 5 orders of magnit
faster compared to the Sente tool suite with an accuracy that
is within 5% for energy estimates and within 15% for powey2qg
estimates. Though the experiments shown here are all base
on the MicroSparcllep processor core, the general techniqu@s$]
we used are applicable to other cores as well. 22]
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