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Abstract existing DVFS techniques in high-performance processext
an operating point (CPU frequency and voltage) based on the
We describe and evaluate two new, independently-appécattilization of the processor. While this approach can irdaégin-
power reduction techniques for power management on prodesnation available to the OS kernel, such control is pessim
sors that support dynamic voltage and frequency scalindR®V  Existing DVFS techniques are pessimistic about the user.
user-driven frequency scaling (UDFS) and process-drivelir vThey assume that CPU utilization or the OS events prompting
age scaling (PDVS). In PDVS, a CPU-customized profile is fleare sufficient proxies. A high CPU utilization simply lesatb
rived offline that encodes the minimum voltage needed t@aehé high frequency and high voltage, regardless of the usaiis-s
stability at each combination of CPU frequency and tempefaetion or expectation of performance.
ture. On a typical processor, PDVS reduces the voltage belovexisting DVFS techniques are often pessimistic about the
the worst-case minimum operating voltages given in daitshecpy. They assume worst-case manufacturing process variation
UDFS, on the other hand, dynamically adapts CPU frequencwi operating temperature by basing their policies on loose
the individual user and the workload through direct userdfegyorst-case bounds given by the processor manufacturerltA vo
back. Our UDFS algorithms dramatically reduce typical ofter age level for each frequency is set such that even the slowest
ing frequencies and voltages while maintaining perforneaat shipped processor of a given generation will be stable dtitjte
a satisfactory level for each user. We evaluate our tectedqyst specified temperature.
independently and together through user studies condumetl | yegponse to these observations, on which we elaborate in

Pentium M laptop running Windows applications. We measHg tions 2.1 and 3.1, we have developed two new power man-
the overall system power and temperature reduction actilbyeagemem techniques that can be readily employed indeptipden

our methods. Combining PDVS and the best UDFS schemggsqether. In particular, we introduce the following teitues.
duces measured system power by 49.9% (27.8% PDVS, 22.1%er-Driven Frequency Scaling (UDF83es direct user feed-

UDFS), averaged across all our users and applications, ¢ ck to drive an online control algorithm that determinesyto-

pared to Windows XP DVFS. The average temperature Of(.I Esor frequency (Section 2.2). Processor frequency haggst

CPU is decreased by3.2°C. User trace-driven simulation O ffects on power consumption and temperature, both djract

evaluate the CPU only indicates average CPU dynamic POWRE indirectl ; .
. , y through the need for higher voltages at éidhe-
savings of 57.3% (32.4% PDVS, 24.9% UDFS), with a m liencies. The choice of frequency is directly visible touker as

mum reduction of 83'4%'_ In a multitasking environme_nt, 8etermines observed performance. There is considevalbie
same UDFS+PDVS technique reduces the CPU dynamic POYYn among users with respect to the satisfactory perfocma
by 75.7% on average. level for a given workload mix. UDFS exploits this variatitm
customize frequency control policies dynamically to imeivid-

1 Introduction ual user. Unlike previous work (Section 5), we employ direct
fg?dback from the user during ordinary use of the machine.

Dynamic Voltage and Frequency Scaling (DVFS) is one . .
the most commonly used power reduction techniques in hi%hProcess-Drlven Voltage Scaling (PDVSgreates a custom

) . apping from frequency and temperature to the minimum volt-
performance processors and is an important OS power mana e L ; .
ment tool. DVFS is generally implemented in the kernel and§° needed for CPU stability (Section 3.2), taking advantig

varies the frequency and voltage of a microprocessor inthea process ve}riation. This mapping. Is then used online to aho0s
according to processing needs. Although there are diff the operating voltage by taking into account the current-ope

sions of DVFS, at its core DVFS adapts power consumption S‘HHG tempe'raFure and frequency. Researchers have shatn th
rocess variation causes IC speed to vary up to 30% [2]. Hence

performance to the current workload of the CPU. Specmcaﬁgmg a single supply voltage setting does not exploit thiaiian
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processor, as well as its dependence on operating temper&2u User-Driven Frequency Scaling (UDFS)
This offline measurement is used online to dynamically skt vo Current DVFS techniques are pessimistic about the user,

age based on frequency a”O_' tempgrature. which leads them to often use higher frequencies than nacgess
We evaluate our techniques independently and t0gefBersatistactory performance. In this section, we elalo
through user studies conducted on a Pentium M laptop s hessimism and then explain our response to it: useerwri

ning_Windo_ws application_s. Our studies, des_cribgd in t!idnaifrequency scaling (UDFS). Evaluations of UDFS algorithmes a
Section 4, include both single task and multitasking sdesarien in Section 4.

We measure the overall system power and temperature reduc-
tion achieved by our methods. Combining PDVS and the bédt Pessimism about the user
UDFS scheme reduces measured system power by 49.9% (27.8%urrent software that drives DVFS is pessimistic aboutthe i
PDVS, 22.1% UDFS), averaged across all our users and appfigadual user’s reaction to the slowdown that may occur when
tions, compared to the Windows XP DVFS scheme. The averggg) frequency is reduced. Typically, the frequency is tight
temperature of the CPU is decreased!By2°C on average. Us+jed to CPU usage. A burst of computation due to, for example,
ing user trace-driven simulation to evaluate the CPU irei$oh, 3 mouse or keyboard event brings utilization quickly up t6%0
we find average CPU dynamic power savings of 57.3% (32.4ff8l drives frequency, voltage, temperature, and powercops
PDVS, 24.9% UDFS), with a maximum reduction of 83.4%. {ign up along with it. CPU-intensive applications also eaas
a multitasking environment, the same UDFS+PDVS technigi@ost instant increase in operating frequency and valtage
reduces the CPU dynamic power by 75.7% on average. In both cases, the CPU utilization (or OS events that drive it
is functioning as a proxy for user comfort. Is it a good proxy?
) ) ) To find out, we conducted a smalk (= 8) randomized user
_Our experiments were done using an IBM Thinkpad T43Ridy, comparing four processor frequency strategiesidirty
with a 2.13 GHz Pentium M-770 CPU and 1 GB memory rufunamic, static low frequency (1.06 GHz), static medium fre
n?ng Microsoft Windows XP Professional SP2. Although Eigtﬁlﬁency (1.33 GHz), as well as static high frequency (1.86)GHz
different frequency levels can be set on the Pentium M-70 pfhe dynamic strategy is the default DVFS policy used in Win-
cessor, only six can be used due to limitations in the Spegdgbws XP Professional. Note that the processor maximum fre-
technology. quency is 2.13 GHz. We allowed the users to acclimate to the fu
In all of our studies, we make use of three application tas{Seed performance of the machine and its applications fan4 m
some of which are CPU intensive and some of which frequenflés and then carry out the tasks described in Section 1th, wi
block while waiting for user input: the following durations:

¢ Creating a presentation using Microsoft PowerPoint 2003 e PowerPoint (4 minutes in total, 1 minute per strategy)
while listening to background music using Windows Mediae Shockwave (80 seconds in total, 20 seconds per strategy)
Player 10. The user duplicates a presentation consisting o FIFA (4 minutes in total, 1 minute per strategy)
complex diagrams involving drawing and labeling, startingsers verbally ranked their comfort levels after each tastkat-
from a hardcopy of a sample presentation. egy pair on a scale of 1 (discomfort) to 10 (very comfortable)
» Watching a 3D Shockwave animation using the Microsofiote that for each application and user, strategies wetedtés
Internet Explorer web browser. The user watches the  random order.
animation and is encouraged to press the number keys to Figyre 1 illustrates the results of the study in the form afrev
change the camera’s V|.ewp0|nt. The a_1n|mat|on was stor%ped histograms of the participants’ reported comfaliéor
locally. Shockwave options were configured sothat  each of four strategies. Consider Figure 1(a), which shaws r
rendering was done entirely in software on the CPU.  gts for the PowerPoint task. The horizontal axis dispkings
e Playing the FIFA 2005 Soccer game. FIFA2005isa  range of comfort levels allowed in the study and the vertoas
popular and widely-used First Person Shooter game. Th@igplays the count of the number of times that level was rtepor
were no constraints on user gameplay. The other graphs are similar.
In the following sections, we describe the exact duratidiisese ~ User comfort with any given strategy is highly dependent on
tasks for each user study and additional tasks the user \ad abe application. For PowerPoint, the strategies resultdistin-
to undertake. In general, our user studies are doubleshiamd guishable satisfactions levels. For this task, we coulgkiraet
domized, and intervention-based. The default Windows DMVRS frequency statically to a very low value and never change
scheme is used as the control. We developed a user pool b agzesumably saving power. For animation, a higher statiel lisv
tising our studies within Northwestern University. We stéel a preferred but the medium and high frequencies are statilstic
random group of users from among those who responded tordistinguishable from the dynamic strategy despite notguas
advertisement. While many of the selected users were CS, ltiigh) a frequency. For the game, the high static setting idede
or EE graduate students, our users included staff membédrstamatch the satisfaction level of the dynamic strategy. Hawne
undergraduates from the humanities. Each user was paicb$18fit setting does not use the highest possible frequendghwh
participating. Our studies ranged from number of usets 8 to was used by the dynamic strategy throughout the experiment.
n = 20, as described in the material below. Comfort with a given strategy is strongly user-dependeat, i

1.1 Experimental setup
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(a) Microsoft Powerpoint (b) 3D Shockwave Animation (c) Kleame.
Figure 1. User pessimism.

it is important to note that for any particular strategy,réhés 2.2.1 UDFSL1 Algorithm
considerable spread in the reported comfort levels. Int'mmh:iiUDFSl borrows from the adaptive algorithm in our user-

to the power-specific results just described, we note that&et i en cPU scheduling work [21] and can be viewed as exten-

al. [14] and Lin etal. [20] have also demonstrated a higham ;s ariants of the TCP congestion control control athor.

in user tolerange for performancg in other contexts. Ougﬁyn The TCP congestion control algorithm [33, 38, 3, 10] is desil

policy automatically adapts to different users and appbes. , 4qant the send rate dynamically to the available bandvidt

Hence, it can reduce power consumption while still ach@vife nath. A congestion event corresponds to a user buttss,pre

high user satisfaction. send rate corresponds (inversely) to CPU frequency, andatcP
knowledgments correspond to the passage of time.

2.2 Technique UDFS1 has two state variables; the current control value
(CPU frequency, the smaller the value, the higher the frequ

To implement user-driven frequency scaling, we have buili@ir, (the current threshold, integer value). Adaptation is con-
system that consists of client software that runs as a Wisd@wlled by three constant parameters; the rate of increase,
toolbar task as well as software that implements CPU frecuen — f(p), the slow start speed, anél = ¢(p), the additive

and temperature monitoring. In the client, the user canem®increase speed. Like TCP, UDFS1 operates in three modes, as
discomfort at any time by pressing the F11 key (the use ofrothescribed below.

keys or controls can be configured). These events drive tHe3JD o s|ow Start (Exponential Increase):f< r;, we increase
algorithm. The algorithm in turn uses the Windows APl to con-  exnonentially fast with time (e.gr, oc 2°t). Note that
trol CPU frequency. We monitor the CPU frequency using Win- - frequency settings for most processors are quantized and

CPUCool [39]. quantization levels.
Itis important to note that a simple strategy that selectatics ® User event avoidance (Additive Increase): If no user
frequency for an application (and/or for a user) is inadegfer feedback is received and> r,, r increases linearly with

three reasons. First, each user will be satisfied with areifite time, r oc 3t.

level of performance for each application. Finding theselee ® User event (Multiplicative Decrease): When the user
statically would be extremely time consuming. Second,agpi  expresses discomfort at levelve immediately set

users multitask. Capturing the effects of multiple appiaas ry = r — 1 and set- to the initial (highest) frequency.
would necessitate examining the power set of the applicatgd This behavior is virtually identical to that of TCP Reno, egt
for each individual user, resulting in a combinatoric espdm for the more aggressive setting of the threshold.

in the offline work to be done. Finally, even when a user isUnlike TCP Reno, we also contrpl the key parameter that
working with a single application, the behavior of the apalion controls the rate of exponential and linear increase frottobu
and the expected performance varies over time. Applicatim press to button press. In particular, for every user eveatup+
through phases, each with potentially different compateti re- datep as follows:

quirements. In addition, the user’'s expected performanedsb

likely to change over time as the user’s priorities shiftr frese Pit1 = Pi <1 — % Ti_TAW)

reasons, a frequency scaling algorithm should dynamiealiiyst Tavr

to the individual user’s needs. where T; is the latest inter-arrival time between user events.

Responding to these observations, we designed algoritiing; is the target mean inter-arrival time between user events,
that employ user experience feedback indicated via butisrcurrently preset by usy controls the sensitivity to the feed-
presses. back.



control levelr;, we update all of our intervals and the current

H‘\ U \_J frequency level as follows:
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. 000 4n | UDFS1 - = =Windows DVFS 7 = mln(l — 17 0)
700
508036:52 8:37:43  8:38:43  8:39:40  8:40:35  8:41:38 84232 84326  8:44:28 Herea > 1 IS the rate Of Interval Increase am < 1 IS rate
Time of interval decrease. In our study,= 2.5 and = 0.8. This

strategy is motivated by the conjecture that the user was com
fortable with the previous level and the algorithm shouldrap
more time at that level. Again, because users would have to be

w]_' N ﬂ_‘ﬂ_‘ - in the inner loop of any sensitivity study, we have chosempte
oo b1 | i rameters qualitatively and evaluated the whole systengubiat

a u”u’—\j i ) . . .
o “q’”k“ Lr choice, as described in Section 4.

- Figure 2(b) illustrates the execution of the algorithm foep-

(a) UDFS1 scheme
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90 ——— o resentative user in the FIFA game task. Note that UDFSZesettl
- to a frequency of approximately 1.86 GHz, after which liitle
0 teraction is needed.
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3 Process-Driven Voltage Scaling (PDVS)

Current DVFS techniques are pessimistic about the proces-
sor, which leads them to often use higher voltages than sanes

(b) UDFS2 scheme

Figure 2. The frequency for UDFS schemes during for stable operation_, espeqial_ly when they have I_ow termipega.

FIFA game for a representative user. We elaborate on this pessimism and then explain our resgionse
it, process-driven voltage scaling (PDVS). PDVS is evaldah
Section 4.

We set our constant paramgtei&(u =120, = 1,0 = 31 Pessimism about the CPU
1,7 = 0.8) based on the experience of two of the authors using
the system. These parameters were subsequently used wien cd N minimum stable voltagef a CPU is the supply volt-
ducting a user study to evaluate the system (Section 4)llyde@d€ that guarantees correct execution for given procesa-var
we would empirically evaluate the sensitivity of UDFS1 (afi@n and environmental conditions. It is mainly determirgd
UDFS2) performance to these parameters. However, it isimpee critical path delay of a circuit. This delay consists wbt
tant to note that any such study would require having reaisu§®mponents: transistor gate delay and wire delay. Gateydela
in the loop, and thus would be quite slow. Testing five valded®inversely related to the operating voltages used in tite cr
each parameter on 20 users would require 312 days (based Baths of the circuit. Furthermore, temperature aff¢ioes
users/ day and 45 minutes/user). For this reason, we detdét¢lay. Charge carrier mobility decreases with increasamg-t
choose the parameters based on qualitative evaluatioretauthPerature. Although partially offset by decreased thresivolt-
thors and then “close the loop” by evaluating the whole syst@d€s. in current technologies this reduction in carrier ititpb
with the choices. causes circuits to slow down with increasing temperaturege W

Figure 2(a) illustrates the execution of the UDFS1 and WAlflay is also temperature-dependent and increases urgler hi
dows DVFS algorithms for a typical user during the FIFA garf’rent/temperature conditions. The maximum operatieg fr
task. Note that Windows DVFS causes the system to run att#@ncy €ma.) varies in direct proportion to the sustained voltage
highest frequency during the whole execution period extrest!evel in the critical timing paths, and inversely with termgteire-
first few seconds. On the other hand, the UDFS1 scheme caf@@gndent RC delay [37].
the processor frequency to increase only when the userssgse | addition to the operating conditions, which dynamically

discomfort (by pressing F11). Otherwise, it slowly decemas change, process variation has an important impact on the min
_ imum voltage sufficient for stable operation. Even in ideslti
2.2.2 UDFS2 Algorithm

environments, a variation in timing slack is observed amibeg
UDFS?2 tries to find the lowest frequency at which the useisfemlanufactured processors of the same family. As a resulhy eac
comfortable and then stabilize there. For each frequenal Iprocessor reacts differently to changes. For exampleguadin
possible in the processor, we assign an intetyathe time for two processors can run safely at 2.8 GHz at the default supply
the algorithm to stay at that level. If no user feedback igira voltage, it is conceivable that these minimum supply vatag
during the interval, the algorithm reduces the frequenoynfr; will differ. Customizing voltage choices for individualgeessors

to r;+1, i.e., it reduces the frequency by one level. The defeaadiapts to, and exploits, these variations. Despite thessrkef-
interval is 10 seconds for all levels. If the user is irrithtat fects of process variation and temperature on minimum etabl



Operating Nominal StableV,4 (V) at temp ranges®(C) ; 0,

Freq. (MHz) | Voltage (v) | 5257 | 62-67 | 72—77 | 82—-87 consumption by 11.4%.
800 0.988 | 0.736 | 0.736 | 0.736 | 0.736 As the results shown in Figure 3 illustrate, there is an oppor
1,060 1.068 0.780 | 0.780 | 0.780 | 0.780 ity f duction if loit the relationshiptive
1,200 1.100 079 | 0796 | 0.796 | 0.796 tunity for power reduction if we exploit the relationshiptiveen
1,330 1132 0.844 | 0.844 | 0.860 | 0.876 frequency, temperature, and the minimum stable voltagee Th
1,460 1.180 0.876 0.892 0.908 0.924 . | | | ified i h d dree
1,600 1.260 | 0.908 | 0.924 | 0.924 | 0.924 nominal supply voltage specified in the processor data t
1,860 1.324 1.004 | 1.004 | 1.020 | 1.020 a large safety margin over the minimum stable voltages. iBhis
2,130 1.404 1.084 | 1.100 | 1116 | 1.116

not surprising: worst-case assumptions were unnecesgaie

at a number of design stages, e.g., about temperature. onve
tional DVFS schemes are therefore pessimistic about piatic
individual CPUs, often choosing higher voltages than are needed
to operate safely. They also neglect the effect of tempezatu
losing the opportunity to save further power.

Figure 3. Minimum stable V,, for different operat-
ing frequencies and temperatures.

voltage, DVFS ignores them: for a given frequency, tradaio
DYES schemes use a single voltage level for all the processoy Technique
within a family at all times.

The dynamic power consumption of a processor is directly re\WWe have developed a methodology for exploiting the pro-
lated to frequency and supply voltage and can be expressegl #§ss variation described in Section 3.1 that can be usedke ma
the formulaP  V2C'F, which states that power is proportion&iny voltage and frequency scaling algorithm adapt to individua
to the product of voltage squared, capacitance, and freguém CPUs and their temperature, thereby permitting a redudtion
addition to its direct impact on the power consumption atge power consumption.
operation at increased frequency demands increased sugiply  Our technique uses offline profiling of the processor to find
age, thereby having an indirect impact on power consumptible minimum stable voltages for different combinationseshi
Generally, if the frequency is reduced, a lower voltageis.sa perature and frequency. Online temperature and frequeocy m

As processors, memories, and application-specific intedrdtoring is then used to set the voltage according to the rofil
circuits (ASICs) are pushed to higher performance levets dime offline profiling is virtually identical to that of Sectic3.1
higher transistor densities, processor thermal manageimeand needs to be done only once. Currently, it is implemented
quickly becoming a first-order design concern. The maximama watchdog timer-driven script on a modified Knoppix Live
operating temperature of an Intel Pentium Mobile procebasr CD that writes the profile to a USB flash drive. To apply our
been specified as00°C [16, 17]. As a general rule of thumbscheme, the temperature is read from the online sensorsxisat
the operating temperature of a processor can vary fiohT to in the processor. The frequency, on the other hand, is degtedm
90°C during normal operation. Thus, there is a large differefgethe dynamic frequency scaling algorithm in use. By sgttin
between normal and worst-case temperatures. the voltage based on the processor temperature, frequamndy,

We performed an experiment that reveals the relationshipfyefile, we adapt to the operating environment. While the fre-
tween operating frequency and minimum stable voltage of gwency can be readily determined (or controlled), tempegat
processor at different temperature ranges. We used Ndtelst@nges dynamically. Hence, the algorithm has built-ierilig
Hardware Control (NHC) [18] to set a particul&l,; value for and headroom to account for this fact. Our algorithm behaves
each operating frequency supported by the processor. Wheangervatively and sets the voltage such that even if theeee |
new voltage value is set, NHC runs an extensive CPU sta@fiiange ob°C in temperature before the next reading (one Hertz
ity check. Upon failure, the system stops responding and-céate), the processor will continue working correctly.
puter needs to be rebooted. We execute a program that causaseader may at this point be concerned that our reduction of
high CPU utilization and raises the temperature of the @®ame the timing safety margin from datasheet norms might inereas
When the temperature reaches a desired range, we perforrnththfrequency of timing errors. However, PDVS carefullyetet
CPU stability check for a particular frequency at a userrdefi mines the voltage required for reliable operation for eaa p
voltage value. cessor; that is, it finds thedividual processor’s safety margin.

Figure 3 shows the results of this study for the machine Moreover, it decreases the operating temperature of theepro
scribed in Section 1.1. For reference, we also show the redmsor, which reduces the rates of lifetime failure procesehar-
core voltage given in the datasheet [17]. Note that the namarcteristics of processors change as a result of wear, PDWS ca
voltage is the voltage used by all the DVFS schemes by defadapt by infrequently, e.g., every six months, repeatirgah
The results reveal that, even at the highest operating temdéne characterization process. To determine processiabikdty
ture, the minimum stable voltage is far smaller than the mamiwhen using reduced operating voltage, we ran demanding pro-
voltage. The results also show that at lower operating aeglgrams test the stability of different processor components,
cies, the effect of temperature on minimum stable voltagetsthe ALU, at lower voltages. We have set the processor to work
pronounced. However, temperature change has a signifitanait modified supply voltages as indicated in Figure 3. Theesyst
pact on minimum stable voltage at higher frequencies. Itigaremained stable for approximately two months, at which poin
ular, at 1.46 GHz, the core voltage value can vary by 5.6% faveterminated testing. Although observing the stable djmera
temperature change 80°C. This would reduce dynamic powenf one machine does not prove reliability, it is strong ewicke



4 Evaluation Power Reduction (%)
- . Application over Max Freq.

We now evaluate UDFS and PDVS in isolation and together. DVES | DVES+PDVS
We compare against the native Windows XP DVFS scheme, dis- PowerPoint + Music 83.08 90.67
playing reductions in power and temperature. 3D Shockwave Animationl  3.19 40.67
Our evaluations are based on user studies, as described in FIFA Game 1.69 39.69

Section 1.1 and elaborated upon here. For studies not involv
ing UDFS, we trace the user’s activity on the system as he usggsigyre 4. Power reduction for Windows DVFS and
the applications and monitor the selections DVFS makes-in repyEs+ppvs

sponse. For studies involving UDFS, the UDFS algorithm eddus
online to control the clock frequency in response to usetobut
presses. We begin by describing a user study of UDFS that p
vides both independent results and traces for later uset, iNex
consider PDVS as applied to the Windows DVFS algorithm. We
then consider UDFS with and without PDVS, comparing to Win-
dows DVFS. Here, we examine both dynamic CPU power (using
simulation driven from the user traces) and system power med Read a one page handout (2 minutes);

surement (again for a system driven from the user traces). B Acclimatize to the performance of our machine by using
measurement, we consider not only power consumption, at al  the above applications (5 minutes);

CPU temperature. Finally, we discuss a range of other aspéct 4. Perform the following tasks for UDFS1: Microsoft
the evaluation of the system. PowerPoint plus music (4 minutes); 3D Shockwave

The following claims are supported by our results: animation (4 minutes); FIFA game (8 minutes); and
o UDFS effectively employs user feedback to customize g perform the same set of tasks for UDFS2.

processor frequency to the individual user. This typically _ _
|eads to Significant power Savings Compared to existing Each user was instructed to preSS the F11 key upon discomfort
dynamic frequency schemes that rely only on CPU with application performance. We recorded each such ewent a
utilization as feedback. The amount of feedback from th&vell as the CPU frequency over time. _
user is infrequent, and declines quickly over time asan ~ As one might expect, the average frequency at which users are
application or set of applications is used. comfortable is higher for the Shockwave animation and tiéFI

e PDVS can be easily incorporated into any existing DVFSgame. However, there is a large variation in acceptableigecy

scheme, such as the default Windows scheme, and lead8®9ng the users for the animation and game. Generally, UDFS2
dramatic reductions in power use by |Owering Voitage achieves a lower average frequency than UDFS1. For both al-

levels while maintaining processor stability. gorithms it is very rare to see the processor run at the maximu
e In most of the cases, the effects of PDVS and UDFS areCPU frequency for these applications. Even the most saphist
Synergistic: the power reduction of UDFS+PDVS is moré:ated users were comfortable with running the tasks witletow
than the sum of its parts. frequencies than those selected by the dynamic Windows DVFS
o Multitasking increases the effectiveness of UDFS+PDvScheme. Sections 4.3 and 4.4 give detailed, per-user sefsult
e Together and separately, PDVS and UDFS typically =~ UDFS (and UDFS+PDVS).
decrease CPU temperature, often by large amounts, 4.2 PDVS
increasing both reliability and longevity. In additiongth

effects of PDVS and UDFS on temperature are Synergls?a(\:/'::lluate the effects of PDVS on the default Windows XP DVFS

There are limitations to using summary statisjic;s to CO®Pheme. In particular, we run the DVFS scheme, recording fre
results withn = 20. Although we have done statistical tésts quency, then determine the power saving possible by saiiltg

support our comparisons, we ?ISO t_ry to provmu.mma“mdages according to PDVS instead of using the nominal voltafjes
data to the largest extent possible given space limitasorthat DVES

the readers can use their own judgment. As can be seen from { iqure 4 illustrates the average results, comparing stoick W

foagﬁ;nt:: differences are very large and thus unlikely tduse dows DVFS and our DVFS+PDVS scheme. The baseline case
' in this experiment is running the system with the highesspos
41 UDFS ble CPU frequency and its corresponding nominal voltagee Th

To evaluate the UDFS schemes, we ran a study with 20 ugBaximum power savings due to dynamic frequency scaling with

Experiments were conducted as described in Section 1.1n EXninal voltages are observed for PowerPoint.  For this ap-
user spent 45 minutes to plication, the system ran at the lowest clock frequency most

- _ of the time, resulting in a reduction of 83.1% for the native
_ Although we have also done unpaired t-tests, we generadlg bar‘ compar- bv/ES scheme. DVES+PDVS reduces the power consumption
isons on Chebyshev bounds. Chebyshev bounds allow us td assumptions o . .
about the distribution of the data and are looser bounds:eheraking our resultsPY 90.7 /_°- For PowerPoint, adding PDVS to DVFS only reduces
stronger. power slightly.

r])._ Fill out a questionnaire stating level of experience m th
use of PCs, Windows, Microsoft PowerPoint, music, 3D
animation video, and FIFA 2005 from among the following
set: “Power User”, “Typical User”, or “Beginner” (2
minutes);

Using the experimental setup described in Section 1.1, we
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Figure 5. Comparison of UDFS algorithms,
UDFS+PDVS, and Windows XP DVFS (CPU Dy-
namic Power). Chebyshev bound-based (1 — p)
values for difference of means from zero are also
shown.

For the Shockwave animation and the FIFA game, the poﬁ/
reductions due to dynamic frequency scaling are negllgylele
cause the Windows DVFS scheme runs the processor at the h|
est frequency most of the time. DVFS+PDVS, however, iR
proves the energy consumption of the system by approxignate

40%, compared to the baseline. These results clearly deratms

the benefits of process-driven voltage scaling.

4.3 UDFS+PDVS (CPU dynamic power, trace-driven simu-

lation)

We conducted a user study = 20) with exactly the same
structure presented in Section 2.2, except that Windows XP
DVFS was also considered. Figure 5 presents both individ-
ual user results and average results for UDFS1, UDFS1+PDVS,
UDFS2, and UDFS2+PDVS. In each case, power savings over
the default Windows DVFS approach are reported. To intérpre
the figure, first choose an application. Next, note the lasttars
on the corresponding graph. These indicate the averagerperf
mance of UDFS1 and UDFS2, meaning the percentage reduction
in power use compared to Windows DVFS. Each bar is broken
into two components: the performance of the UDFS algorithm
without PDVS is the lower component and the improvement in
performance of the algorithm combined with PDVS is the up-
per component. The remaining bars on the graph have idéntica
semantics, but represent user-specific information.

For PowerPoint, UDFS1+PDVS and UDFS2+PDVS reduce
power consumption by an average of 56%. The standalone UDFS
algorithms reduce it by an average of 17-19%. User 3 with
UDFS2 is anomalous. This user pressed the feedback butten se
eral times and as a result spent most of the time at high freque
cies.

For the Shockwave animation, we see much more mixed re-
sponses from the users, although on average we reduce power
by 55.1%. On average, UDFS1 and UDFS2 independently re-
duce the power consumption by 15.6% and 32.2%, respectively
UDFS2 performs better for this application because thesuser
can be satisfied by ramping up to a higher frequency rather tha
the maximum frequency supported by the processor. Note that
UDFS1 immediately moves to the maximum frequency on a
button press. User 17 with UDFS1 is anomalous. This user
wanted the system to perform better than the hardware permit
ted and thus pressed the button virtually continuously eveen
it was running at the highest frequency. Adding PDVS lowers
average power consumption even more significantly. On aver-
age, the power is reduced by 49.2% (UDFS1+PDVS) and 61.0%
(UDFS2+PDVS) in the combined scheme.

There is also considerable variation among users for th& FIF
ame. Using conventional DVFS, the system always runs at the
Ighest frequency. The UDFS schemes try to throttle down the
eHuency over the time. They therefore reduce the power con
mption even in the worst case (0.9% and 2.1% for UDFS1
d UDFS2, respectively) while achieving better improvetne
on average (16.1% and 25.5%, respectively). Adding PDVS
Improves the average power savings to 49.5% and 56.7% for
UDFS1 and UDFS2, respectively.

For the Shockwave animation and the FIFA game, we see a
large variation among users, but in all cases the combimatio

To integrate UDFS and PDVS, we used the system descriBByS and UDFS leads to power savings over Windows DVFS.
in Section 2.2, recording frequency over time. We then combPn average, in the best case, the power consumption can be re-
this frequency information with the offline profile and teajues duced by 57.3% over existing DVFS schemes for all three appli
described in Sections 3.1 and 3.2 to derive CPU power savFjns. This improvement is achieved by combining the UDFS
for UDFS with nominal voltages, UDFS+PDVS, and the defa(d¢.9%) and PDV'S (32.4%) schemes.

Windows XP DVFS strategy. We calculate the power consumpUDFS and PDVS are synergistithe UDFS algorithms let us
tion of the processor. We have also measured online the palwamatically decrease the average frequency, and PDV8&-be
consumption of the overall system, as described in Sectibn 4fits increase as the frequency is lowered. At higher fregiesnc



the relative change from the nominal voltage to the minimu  ®7{ SUbFsi mubFs1+PDVS OUDFS2  BUDFS2+PDVS |
stable voltage is lower than that at lower frequencies. heot ]
words, the power gain from shifting to the minimum stabletvol ~ ®
age is higher at the lower frequencies. However, at higheer fi
gquencies, PDVS also gains from the variation in minimumlstak
voltage based on temperature as shown in Figure 3. These
different advantages of the PDVS result in power improvemer
at at a wide range of frequencies.

UDFS+PDVS mean results have statistical significance ev
with weak boundsFigure 5 shows mean improvements acros Users
our 20 users. Normality assumptions hold neither for theridis
bution of individual user improvements nor for the errortiis
bution of the mean. Instead, to discard the null hypotheisé,
our mean improvements for UDFS+PDVS are not different frol
zero, we have computed thevalue for discarding the null hy-
pothesis using Chebyshev bounds, which are looser but rely
no such assumptions. As can be seen from the figurep is
quite high, indicating that it is extremely unlikely thatranean
improvements are due to chance. We use Chebyshev bounds:
ilarly for other results.

User self-reported level of experience correlates withgrow
improvement. For example, for FIFA, experienced users €..
pect faster response from the system causing the systemmto ru (b) 3D Shockwave animation
at higher frequencies, resulting in smaller power improzets. %1 [ BUDFSI MUDFSI-POVS OUDFS2 BUDFS2+POVS |Chebyshey bou |
Our interpretation is that familiarity increases both estptions o I (089
and the rate of user feedback to the control agent, makingyann — ®
ance with reduced performance more probable and thus ac
to higher frequencies when using the UDFS algorithms.
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4.4 UDFS+PDVS (System power and temperature mea-
surement) 10

. . 0+
To further measure the impact of our techniques, we replay 1 [ Mo ~®®e~®=9°83 3942338852338 §

-10

traces from the user study of the previous section on ouopapt Users
The laptop is connected to a National Instruments 6034E data
acquisition board attached to the PCI bus of a host workstati
running Linux, which permits us to measure the power consump i )
tion of the entire laptop. The sampling rate is 10Hz. DuringFigure 6. Comparison of UDFS algorithms,
the measurements, we have turned off the display of thepgaptoUDFS+PDVS, and Windows XP DVFS (measured
to make our readings more comparable to the CPU power corgyStem power with display off). ~ Chebyshev
sumption results of the previous section. Ideally, we whade ~ Pound-based (1—p) values for difference of means
preferred to measure CPU power directly for one-to-one @ymp from zero are also shown.

ison with results of the previous section, but we do not haee t

surface mount rework equipment needed to do so.

(c) FIFA Game

also shows considerable variation among users. On avenage,
Power Figure 6 presents results for UDFS1, UDFS1+PDV&sve 15.5% and 29.5% of the power consumption for UDFS1 and
UDFS2, and UDFS2+PDVS, showing the power savings overthaFS2, respectively. Adding PDVS improves the average powe
default Windows DVFS approach. The Chebyshev bounds iséivings to 56.8% and 62.9% over Windows DVFS with UDFS1
cate that the mean improvements are extremely unlikely ve hahd UDFS2, respectively.
occured by chance. On average, the power consumption of the overall system can
For PowerPoint, UDFS1+PDVS and UDFS2+PDVS reduwreduced by 49.9% for all three applications. This impnoset
power consumption by averages of 22.6% and 22.7%, resjgeachieved by combining the UDFS2 scheme (22.1%) and PDVS
tively. For the Shockwave animation, although we see mgcheme (27.8%).
more variation, UDFS1 and UDFS2 reduce the power consumpthe results presented in the previous section, and in tkis se
tion by 17.2% and 33.6%, respectively. Using UDFS togethien, cannot be directly compared because the previousosect
with PDVS lowers average power consumption by 38.8% armgdorts the simulated power consumption of the CPU and this
30.4% with UDFS1 and UDFS2, respectively. The FIFA garsection reports the measured power consumption of thedapto
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4 min 4 min 4min 4 min

UDFS1 0.35 11.85 5.10 3.42
UDFS2 0.60 14.25 6.50 3.82

Figure 8. Average number of user events.

duces the mean temperatureldy3°C. The average temperature
reductions in all three applications by the UDFS1+PDVS and
UDFS2+PDVS schemes af.7°C and 13.7°C, respectively.
Our 13.2°C claim averages these two.

45 Discussion

We now discuss the degree of user interaction needed to make
UDFS work, the CPU reliability and longevity benefits of our
techniques, and the effects of multitasking.

User interaction While PDVS can be employed without user
interaction, UDFS requires occasional feedback from ther.us
Minimizing the required rate of feedback button pressedewhi
maintaining effective control is a central challenge. Ounrent
UDFS algorithms perform reasonably well in this respect, bu
could be improved. Figure 8 presents the average number of an

noyance button presses over a 4 minute period for both versio
of UDFS algorithms in our 20 user study. Generally, UDFS2
requires more frequent button presses than UDFS1, because a
single press only increments the frequency. The tradesdffat
UDFSL1 generally spends more time at the maximum frequency
and thus is more power hungry. On average, a user pressed a
However, some conclusions can be drawn from the data in Btfion every 8 minutes for PowerPoint, every 18 secondshfor t
sections. For applications like PowerPoint, where the CBit cShockwave animation, and every 50 seconds for the FIFA game.
sumes only a small fraction of the system power, the benefi23tiing the course of the study, for the 3D animation, thereewe
system power is low. On the other hand, for the applicatiG®ne extreme cases in which the user kept pressing the button
that originally result in high CPU power consumption, theteyn €ven when the processor was running at the highest frequency
power savings can be substantial due to the reduction inndignal his can be explained by the user’s dissatisfaction withoting-
power as well as the operating temperatures and conseguétl quality of the video or the maximum performance avdéab
leakage power. from the CPU, over which we had no control. If we omit the three
most extreme cases from both maximum and minimum number
Temperature We used CPUCool [39] to measure CPU tersf annoyances, on average a user presses the annoyanae butto
perature in the system. Figure 7 shows the mean and peak &&e every 30 seconds for the Shockwave application.
peratures of the system when using the different combingtio \ve also note that the system adapts to users quickly, leading
of DVFS, PDVS, and UDFS schemes. The values reportedios reduced rate of button presses. In the Figure 8, we shttw bo
UDFS and UDFS+PDVS are the averages over 20 users.  the first and second 4 minute interval for the FIFA game. The
In all cases, the UDFS1 and UDFS2 schemes lower the taomber of presses in the second interval is much smallerttigan
perature compared to the Windows native DVFS scheme fitge. Our interpretation is that once a stable frequencylieasn
to the power reductions we have reported in the previous sktermined by the UDFS scheme, it can remain at that frequenc
tions. The maximum UDFS temperature reduction is seerfoina long time, without requiring further user interaction
the case of the UDFS2 scheme used for the Shockwave applFigure 9 records the average number of voltage transitiams f
cation (7.0°C). On average, for all 3 applications, the UDF$Ae six different schemes used in our study. A voltage ttamsi
and UDFS2 schemes reduce the mean temperature of the systegused either due to a button press or a significant change i
by 1.8°C and3.8°C, respectively. Similarly, PDVS reduces thgperating temperature. For the PowerPoint applicationphve
mean system temperature 8y7°C on average for the three apserve a reduction in the number of transitions because tkessp
plications. The best improvement is observed for the FIFA@aobserved for DVFS do not occur for UDFS1 and UDFS2. On
where temperature decreaseslBy6°C. the other hand, the 3D animation and FIFA Game applications
The combination of PDVS and UDFS is again synergisti@ve more voltage transitions than observed with Windows na
leading to even greater temperature reductions than PDV8verDVFS, because they aim to reduce power by adjusting-thro
UDFS, alone. For the Shockwave application, UDFS2+PDVStte-and, in effect, voltage. In contrast, conventional D\Ke®ps

Figure 7. Mean and peak temperature measure-
ment.
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Figure 10. Power improvement in the multitask-
ing environment. Chebyshev bound-based (1 —p)
values for difference of means from zero are also

compared to Windows DVFS. On average, the power consump-
tion of the overall system is reduced by 29.5% and 55.1% for
UDFS1 and UDFS2, respectively. Adding PDVS improves the
average power savings to 58.6% and 75.7% for UDFS1 and
UDFS2, respectively. Although these results are prelinyina
combined with the results from the combined PowerPoint+MP3
task described in Section 4.1, they suggest that the sireple-f
back mechanism is sufficient in a multitasking environmdnt.

is clearly a better proxy of the user’s satisfaction thanGtriJ
utilization of the combined task pool.

5 Reéated work

Dynamic voltage and frequency scaling (DVFS) is an effectiv

technique for microprocessor energy and power control fostm
modern processors [13, 4]. Energy efficiency has been a major
concern for mobile computers. Fei et al. [11] proposed anggne
the system at the highest frequency during the entire iatefhe aware dynamic software management framework that improves
increase in the number of transitions for the PDVS schemeshaitery utilization for mobile computers. However, thisiteique
plemented on top of UDFS are caused by the extra voltage tisuenly applicable to highly adaptive mobile applicatiorRe-
sitions due to changing temperature at a given frequeney.lev searchers have proposed algorithms based on workload decom
Although we have not measured the “placebo effect” of pg@sition [6], but these tend to provide power improvementy o
viding a way to express irritation with computer performame for memory-bound applications. Wu et al. [40] presented a de
this system, we have done so in similar earlier work relacecsign framework of a run-time DVFS optimizer in a general dy-
CPU resource management [14], where we found it to be sni@mic compilation system. The Razor [9] architecture dyinam
We did not measure the degree to which having to providedally finds the minimal reliable voltage level. Dhar et al. jjgo-
put itself irritates the user, but we expect that the amofiatioh posed adaptive voltage scaling that uses a closed-loopatient
direct input will decrease over time, especially using kedrmc targeted towards standard-cell ASICs. These schemes atarsim
feedback, which we comment on in the related work. to the PDVS scheme. However, our approach is completely op-
- . - . . . erating system controlled and does not require any arc¢hic
Reliability and Ic_)ngevlty In a@dltlon to its erect |r_npact %Mmodifications and therefore incurs no hardware overhead. In
power consumption, our techniques may ultimately imprde el Foxton technology [19] provides a mechanism for seleizl |

![';it'gfeeglf;bél'tgrg;i Sﬁﬁme'rgir:ﬂ);eisrizriggj]cmg:; Itanium 2 processors to adjust core frequency during ojerat
P g P 9 to boost application performance. However, unlike PDV sl

time to failure (MTTF) is exponential. As we show in Se%—0 perform any dynamic voltage setting

tion 4.4, our schemes can reduce.the opera_tlng temperayurg ther DVFS algorithms use task information, such as measur-
13.2°C on average, thereby potentially reducing the rate of fzbl—

shown.

re due to temperature-dependent pr h i Og response times in interactive applications [24, 42] psoay
ure due 1o temperature-dependent processes such as el e yser. Unlike our work, which monitors theser, Ver-

grat|on._ . . tigo [12] monitors the application and PICSEL [25] monittne
Traditionally, the .requwed supply voltage of a processnrcﬁanges on the display. Xu et al. proposed novel schemes [41]
imizing energy consumption in real-time embedded syste
execute variable workloads. However, they try to adapt
the variability of the workload rather than to the users. Au-
toDVS [15] is a dynamic voltage scaling (DVS) system for hand
UI]ield devices. They used user activity as an indicator toctlete
computationally intensive CPU intervals and use that toedri
DVS. In contrast, UDFS uses user activity to directly cohtine
Multitasking A natural question to ask is whether the eftequency of the system. Ranga et al. proposed energy-aware
tremely simple “press the button” user feedback mechaniemuser interfaces [27] based on usage scenarios, but thegmonc
use in UDFS is sufficient for describing user preferences itrated on the display rather than the CPU.
multitasking environment. To see the effect of UDFS in a imult Gupta et al. [14] demonstrated a high variation in user {oler
tasking environment, we conducted a small study=(8) similar ance for different CPU, memory, and disk resource levelsanain
to that of Section 4.1. Instead of several consecutive tdbks et al. [1] discussed the concept of a control parameter thatic
user was asked to watch a 3D animation using Microsoft Intee-used by the user. However, they focus on the wireless net-
net Explorer while listening to MP3 music using Windows Medivorking domain, not the CPU. Second, they do not propose or
Player in compact mode with visualization. evaluate a user interface or direct user feedback. The UDRS c
Figure 10 shows the measured system power improvempaotsent of our work is significantly different as comparedtese

Therefore, at temperatures below the maximum rated tempgra
ture, timing slack exists. As long as the current tempeeaisir
below the highest rated operating temperature, the opgrailt-
age can be reduced below the rated operating voltage withe
ducing reliability below that of the same processor opegatit
the rated voltage and at the maximum temperature.



Applications DVFS DVFS+PDVS| UDFS1 UDFS1+PDVS| UDFS2 UDFS2+PDVS
PowerPoint+Music| 11.00 11.00 4.40 4.65 6.55 6.50
3D Animation 3.00 4.00 10.30 11.50 16.3 17.55
FIFA Game 6.00 6.00 18.06 18.05 28.85 29.30

Figure 9. Number of voltage transitions
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