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The way we work, live and interact has been fundamentally 
changed by the exponential growth of electronics and com-
puting capacity over the past few decades, with even more 

dramatic changes envisioned in the future. Historically, advances in 
computing capabilities have been driven by device scaling, where 
reduction in device size has led to improved cost, speed and power 
consumption. In return, tremendous resources have been invested 
to sustain the scaling trend, with billions of nanoscale transistors 
powering everything from smartphones to supercomputers today. 
However, with the increased fabrication cost and impending funda-
mental physical limits, device scaling alone can no longer provide 
the desired performance gains. New devices and, perhaps equally 
importantly, new computing principles are needed to satisfy our 
ever-growing appetite for data and information.

With the end of Moore’s law in sight, the semiconductor industry 
has been in a ‘the King is dying’ phase, with many technologies look-
ing to fill the ensuing power vacuum. Memristors1,2 are one such 
technology. A memristor typically has the simple form of a two-
terminal structure, where a total of only three layers — two elec-
trodes that send and receive electrical signals and a ‘storage’ layer 
in between — are needed. From the outside, the device looks like a 
resistor, and thus offers the potential for very-high-density integra-
tion and low-cost fabrication. However, unlike a static resistor, the 
storage layer can be dynamically reconfigured when stimulated by 
electrical inputs2,3. This material reconfiguration leads to memory 
effects, where changes in physical parameters, such as the device’s 
resistance, can be used to store data and also directly process data.

This resistive device with an inherent memory effect is appro-
priately termed a memristor (memory +​ resistor), or more broadly 
defined as a memristive system. A class of memristors used in mem-
ory applications is also often called resistive random access memory 
(RRAM)4,5. Fundamental device studies have shown that the device 
can be scaled to sub-10 nm feature sizes6 and retain memory states 
for years7, while offering desirable device properties such as sub-
nanosecond switching speed8,9, long write–erase endurance10 and 
low programming energy (for example, nanoamperes11). It should 
be noted that while many of the above favourable properties have 

been realized repeatedly, a single material system that combines 
them all simultaneously remains an open challenge.

Fundamental device and materials characterizations have shown 
that the reconfiguration in memristors is typically driven by inter-
nal ion redistribution3,5. Specifically, the storage layer in a memris-
tor is typically a few nanometres thick, thus even a moderate voltage 
drop across it can create a large enough electric field to drive the 
ionic processes to alter the ionic configuration of the material. A 
typical process involves the oxidation, migration and reduction of 
cation or anion species in the storage layer, leading to changes of the 
local conductivity, normally in the form of the creation and annihi-
lation of a conductive filament3,5. This process can be either abrupt 
(binary) or gradual (analogue), with different physical processes 
evolving at different timescales, leading to rich device behaviours in 
this seemingly simple device structure12,13.

Here, we aim to evaluate the memristor’s capability to drive new 
computing systems beyond Moore’s law, and speculate on what may 
happen in the future. We see three categories that may significantly 
benefit from memristor developments: on-chip memory and storage, 
biologically inspired computing and in-memory computing (Fig. 1). 
These approaches can help overcome the obstacles facing today’s 
computing architectures, and are of particular relevance to current 
and future computing needs: cognitive processing, big-data analysis 
and low-power intelligent systems based on the Internet of Things.

State of the art
The challenges for classical computing architectures today originate 
from the memory bottleneck and the high (energy and speed) costs 
associated with constant data movements between the memory and 
the processor, commonly referred to as the von Neumann bottle-
neck. In the most straightforward approach, memristors offer a 
solution as an ultrahigh-density memory layer that can be directly 
integrated on the processor chip, thus significantly reducing the 
memory bottleneck and improving the energy efficiency and speed 
of the system.

For instance, memristors (in the form of RRAMs) are much 
faster than hard disk drives and flash memory, while offering higher 
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density, lower cost and nonvolatility compared with static ran-
dom access memory (SRAM) and dynamic random access mem-
ory (DRAM). Moreover, unlike transistor-based memory elements, 
such as SRAM and DRAM, memristors can be directly integrated 
with a low thermal budget over the processor through very-high-
density local interconnects, thus eliminating the slow and energy-
hungry off-chip communications between memory and processor. 
Such properties allow memristors to simplify the memory and stor-
age hierarchy, and introduce a significant boost to the computing 
system performance. A high-performance, three-dimensional (3D) 
integrated memristor memory can thus extend the lifetime of con-
ventional von Neumann computing systems and improve the sys-
tem’s ability to process large amounts of information — a critical 
need in the big-data era.

Extensive research efforts have been carried out to facilitate 
practical use of memristors as a memory storage system. The pri-
mary goal of these efforts is to enhance the device performance and 
address challenges associated with large-scale implementations. 
This includes increasing the device speed, ON/OFF ratio, cycling 
endurance and data retention time. Further improvements include 
reducing the operating voltage and current and addressing the 
device variability challenges. At the circuit and system levels, large-
scale implementations of memristor memory (RRAM) also need to 
address challenges such as sneak current and wire resistance. The 
sneak currents flow through unselected memory cells in a memris-
tor crossbar array, and can cause errors during read and increased 
power consumption during write14. This problem can be addressed 
by engineering devices to have high current–voltage nonlineari-
ties15, by adding a selector device to the memory cell16,17 or through 
system-level techniques to compensate for the read current distor-
tion14. The finite wiring resistance of the metal lines connecting 
the memory cells poses another challenge during read and write18. 
This problem worsens at smaller feature sizes and can significantly 
impact the system operation if not handled properly. While there 
are still obstacles before RRAM captures a sizable market share 
from classical memory and storage technologies, the initial efforts 
are considered fruitful. At present, several companies have started 
offering RRAM products in the market19–21, with a path towards  

16 Gb already demonstrated22. The first commercial market for 
RRAM devices is likely to be embedded memories, while further 
developments can eventually bring RRAM products to the stand-
alone memory and storage market23.

Remarkably, memristors may play a larger role in computing sys-
tems beyond memory or storage. Owing to their ability to co-locate 
memory and compute in the same physical device, memristors are 
ideally suited to realize highly efficient bioinspired neural networks 
in hardware. Artificial neural networks have shown superior per-
formance over classical systems in processing cognitive and data-
intensive tasks, and recent advances in algorithm developments 
have led to performance even surpassing that of humans in specific 
complex tasks such as playing the game Go24. A neural network in 
its simplest form is a set of neurons connected by weighted synaptic 
connections (Fig. 2). Each synapse transmits information from the 
pre-synaptic neuron to the post-synaptic neuron, scaled by the syn-
aptic weight. Typically, the network is trained by updating its syn-
aptic weights to perform a specific task. Modern networks can have 
multiple (over 100) hidden layers, and thus require training and 
storage of an enormous number of synaptic connections. Up until 
now, implementations of neural networks have been mainly based 
on  conventional computing hardware where the synaptic weights 
are stored in (off-chip) memory and need to be constantly loaded 
into the processing unit to compute the desired output to the next 
neuron. As a result, the performance is still fundamentally limited 
by the von Neumann bottleneck and requires enormous comput-
ing hardware resources and high power consumption during opera-
tion. In contrast, in a memristor-based implementation, a single 
device can simultaneously store the synaptic weight and modulate 
the transmitted signal25 (Fig. 2). In this case, the transmitted signal 
(that is, current into the post-neuron) is determined by the product 
of the input signal (that is, voltage pulse from the pre-neuron) and 
the synaptic weight (represented by the memristor conductance), 
natively through Ohm’s law. The natural co-location of memory and 
compute in the same memristor device eliminates the constant data 
movement, and can thus significantly improve the system efficiency.

As noted, the network structure can be directly mapped into a 
crossbar form in hardware (Fig. 2), where the inputs are connected 
to the rows of the memristor crossbar and the outputs connected 
to the columns. Furthermore, all inputs can be computed simul-
taneously in a single read operation, where the output current at 
a specific column is determined by the summed currents through 
all the memristors connecting the inputs to the particular column, 
through Ohm’s law and Kirchhoff ’s law. In other words, a single 
read operation of an N ×​ M memristor crossbar with N inputs and 
M outputs performs an N ×​ (N ×​ M) vector-matrix multiplication, 
obtained naturally through physics. The same task will require  
N ×​ M multiply-accumulate operations in a conventional system, 
highlighting the high degrees of parallelism in the memristor-based 
approach. The co-location of memory and logic and high level of 
parallelism are two of the most attractive features that make mem-
ristor-based neural network hardware highly efficient. Memristor-
based hardware is also compatible with online learning, where the 
weights (memristor conductances) can be changed incrementally 
by applied voltage pulses following desired learning rules. In addi-
tion, for applications requiring processing raw signals from sensors 
and other devices, the compute can remain in the analogue domain 
and can thus further reduce energy, latency and chip area by elimi-
nating the need for expensive conversion to and from digital signals.

Neuromorphic hardware is a particularly attractive area for 
memristor research, since at the system-level neural networks can 
tolerate many of the device non-idealities that are present today, 
such as inherent device variations (including device-to-device vari-
abilities due to fabrication non-uniformity, and cycle-to-cycle vari-
abilities due to the stochastic switching process7). In fact, device 
runtime stochasticity may be considered a favourable property 
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Fig. 1 | The race towards future computing solutions. Conventional 
computing architectures face challenges including the heat wall, the 
memory wall and the end of Moore’s law. Developments in memristor 
technology may provide an alternative path that enables hybrid memory–
logic integration, bioinspired computing and efficient reconfigurable 
in-memory computing systems. CMOS, complementary metal–oxide–
semiconductor; GPU, graphics processing unit; CPU, central processing unit.
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that  mimics real biological synapses and can act as a regularizer 
during training26. In addition, practical network operations do not 
require years of data retention, as in the case of storage systems, and 
requirement of device endurance may also be relaxed, since weight 
updates are often infrequent27.

Mathematically, neuromorphic computations can be decom-
posed into a series of vector-matrix multiplication operations that 
are naturally implemented using the memristor crossbar structure. 
This structure can support a range of inputs and outputs, includ-
ing standard feedforward networks such as perceptrons28, as well as 
systems that mimic the spiking events from pre- to post-synaptic 
neurons, that is, spiking neural networks (SNNs)29. In these sys-
tems, ‘learning’ takes place through the relative strengthening and 
weakening of the synaptic connections (Fig.  2). Several examples 
of memristor-based neuromorphic hardware have already been 
demonstrated in the past couple of years. For example, memristor 
hardware performing pattern classification has been demonstrated, 
initially using a 2 ×​ 10 crossbar28 and later expanded to a 12 ×​ 12 
crossbar30. A generic dot-product engine using memristor arrays for 
neuromorphic applications was introduced in 201618, and a sparse 
coding chip that allows lateral neuron inhibition was developed 
using a 32 ×​ 32 crossbar31, followed by the demonstration of princi-
pal component analysis though online learning in a 9 ×​ 2 crossbar32. 
Large-scale neural networks have also been demonstrated using 
phase-change memory, following the same principle33.

In SNNs, a common learning rule implemented is spike-tim-
ing-dependent plasticity — the synapse between two neurons is 
strengthened when the pre-synaptic neuron spike precedes the post-
synaptic neuron spike, and is weakened if the reverse. Indeed, it has 
even been suggested that memristance effects can explain spike-
timing-dependent plasticity behaviour34. To date, many research-
ers have investigated memristor-based SNNs through full-system 
simulations using experimental device parameters29,35,36, although 
large-scale implementations are still limited.

Another interesting example is the cellular neural/nonlinear 
network, developed in 1988 and supporting many of the properties 
observed in spatiotemporal sensing systems in the brain37. Here, a 
grid (typically 2D) of cells compute by following only local interac-
tions (typically only nearest neighbours), and the state of all cells 
evolves dynamically in time. Computing applications for cellular 
networks include image processing and pattern recognition, and 

recent efficient implementations with memristors have brought 
new life and area-efficient physical realizations to this field38.

Restricted Boltzmann machines are stochastic neural networks 
used in both supervised and unsupervised (without labelled data) 
modes. The key computations for restricted Boltzmann machines, 
including the contrastive divergence most frequently used for train-
ing, are strongly dominated by fetching weight values and com-
puting vector operations with them, similar in that sense to other 
machine learning systems39 described above. Hence, computations 
in memristor arrays40 can in principle provide significant accelera-
tions in this computing application. In particular, ref.  41 describes 
a memristor-based architecture for restricted Boltzmann machines 
that solves combinatorial optimization problems with over 50×​ 
increased performance and 25×​ lower energy than a single-threaded 
multicore system.

Overall, the development and exploration of brain-inspired 
computing models is an active area of research. A variety of 
approaches are being explored using different neuron, synapse and 
network models42. The different approaches often have different 
goals. For example, utilizing spiking in SNNs is believed to be (but 
still to be proven) key in achieving high energy and computational 
efficiency, as in biological systems. Meanwhile, the state-of-the-
art object classification accuracies are currently realized in more 
loosely brain-inspired deep learning techniques43. As discussed 
here, memristors offer advantages as a hardware system to the wide 
variety of approaches in neuromorphic computing and machine 
learning models. Beyond this, we note that the same vector-matrix 
operations described above can be utilized to solve classical prob-
lems such as vector arithmetic functions and linear algebra44, and 
other arithmetic and logic operations45. Hence, memristors can 
enable a promising in-memory computing solution that elimi-
nates the memory bottleneck and data congestion, and lead to 
low-power, highly efficient hardware systems for different types of 
data-intensive tasks.

Device challenges and possible solutions
While memristors show great promise for a broad range of memory, 
computing and neuromorphic applications, there are clear materi-
als and device challenges to be solved. These can vary based on the 
specific application. For example, in high-performance memory 
applications (such as DRAM replacement) it is critical to lower the 
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Fig. 2 | Hardware implementation of artificial neural networks in a memristor crossbar. A memristor is formed at each crosspoint and can be used to 
simultaneously store data and process information. In this approach, vector-matrix multiplication can be obtained through Ohm’s law and Kirchhoff’s law 
through a simple read operation. In addition, the internal dynamics of memristors can be utilized to faithfully emulate underlying processes in biological 
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programming current and voltage, raise the endurance and improve 
selector performance to minimize sneak currents, and to accom-
plish all of this with minimal device-to-device and cycle-to-cycle 
variability. This clearly poses challenges for the research commu-
nity, but they are not unlike those already faced and conquered in 
CMOS scaling. Fortunately, for neuromorphic and similar comput-
ing applications, some of these specifications can be relaxed while 
new requirements, such as the stability of analogue states, become 
important7.

In the case of online training of neural networks (via back propa-
gation) in memristor arrays, it has been shown46 that critical device 
issues include the programming bit precision (roughly 6 bits, or 64 
conductance levels, are needed) and asymmetry in the ON versus 
OFF switching, since even a small asymmetry can degrade classi-
fication accuracy significantly. Other work47 has shown that selec-
tively optimizing the operating point for ON versus OFF switching, 
which can involve modifying the applied voltages and pulse widths, 
can produce acceptable results, but that the percentage of fully stuck 
ON or OFF devices can, in turn, lead to large errors. Nonetheless, 
many studies have shown that by retraining the network, in the 
presence of stuck ON or OFF cells, can almost fully compensate 
for the defects and regain the classification accuracy, even for up to 
20% defects48.

Some researchers have also studied offline trained systems, 
focusing on developing inference-only neural network accelera-
tors39,49 that can outperform the current state-of-the-art systems 
based on graphics processing units. In this case, the critical issues 
are maintaining high yield and low variability (as the system does 
not offer training around any defects or variability), thus maximiz-
ing the accuracy of the computed matrix operations. Because mul-
tiplication in memristor arrays is implemented by Ohm’s law and 
Kirchoff ’s law, non-idealities in every memristor, or additional wire 
resistance in the array (leading to voltage drops on the rows and 
columns), generates computational errors. To this end, studies have 
shown that if a good model is known for these non-ideal behaviours 
and finite wire resistances are known, a compensating algorithm 
that maps the matrix values to appropriate conductance values 
can effectively eliminate the non-ideal effects18. This mapping, for 
example, not only takes into account the finite wire resistances, but 
also takes into account nonlinear resistance behaviour.

Scaling up and scaling down
With all of the advances, we note that  memristor research is still 
in its infancy, with the first paper directly linking the device tech-
nology with the memristor concept published around ten years ago 
(although many devices had been studied previously with resistive 
switching characteristics)2. Most studies on memristor hardware 
systems are still carried out in academic research groups, with the 
majority of the demonstrations focusing on proof of concepts rather 
than aiming to build practical systems (Fig. 3). To bring memristor-
based computing hardware to real-world applications, these systems 
need to be scaled up, possibly along three axes discussed below.

The first approach is to increase the size of the functional mem-
ristor networks. Scaling up towards a practical system size largely 
depends on the number of devices one can integrate into a system. 
A practical memory or computing system may require billions of 
functional memristive devices. Achieving this level of integration 
requires improving the yield of memristor device fabrication and 
close collaboration of university researchers with industry partners. 
In addition, system hierarchy needs to be developed and optimized 
to improve the scalability of the hardware. It is encouraging that 
research is already moving in this direction (Fig. 3).

Another aspect of scaling up is to improve system functional-
ity by performing multiple tasks in the same hardware system. For 
example, the same physical fabric can be utilized to perform differ-
ent functions, that is, neural networks, arithmetic operations and 

data storage, depending on the task and the data structure. Such 
an approach can produce natively scalable computing systems 
that can be dynamically reconfigured to fit different workloads44. 
In such a case, the function of the same physical memristive fab-
ric can be dynamically reconfigured (redefined) in runtime purely 
through software, without any physical hardware modifications. 
Several challenges still need to be addressed to bring such a sys-
tem to reality. For example, performing arithmetic operations using 
memristors requires tighter device distributions compared with 
storage and neural networks. In addition, long device endurance 
cycles are likely needed to allow efficient implementation of logic 
tasks. Recent device research efforts have already shown promising 
results50, and we believe a memristor-based reconfigurable comput-
ing system51 can be an attractive alternative to scaling up the system 
functionality.

The third scaling-up factor is driven by the integration process. 
Successful system-level scaling largely depends on reliable memris-
tor–CMOS integration. In general, the operation of any memristor 
system will still require some CMOS circuitry to provide the nec-
essary interface and control operations, although the functions of 
the CMOS layer will be significantly reduced and aggressive CMOS 
scaling is no longer necessary. Efficient memristor–CMOS integra-
tion is thus key to achieving any system gains. Typical approaches 
based on chip-level integration or through-silicon vias will not be 
able to provide the required bandwidth between the memristor layer 
and the CMOS circuitry, and monolithic integration of memristor 
arrays directly on top of CMOS circuitry with very-high-density 
local interconnects is necessary and has indeed been shown experi-
mentally to be feasible52,53. Specifically, memristor device fabrication 
typically requires a low thermal budget that makes the integration 
compatible with the existing CMOS substrate. The simple device 
structure also requires few additional masks, making the integra-
tion cost effective. Three-dimensional multi-layered memristor 
arrays can be fabricated either in a layer-by-layer stacked fashion, or 
by using a vertical device structure akin to vertical NAND memory 
technology54. Successful 3D integration of memristors with CMOS 
circuitry can thus significantly increase the system density beyond 
simple device scaling.

Scaling up to 3D fundamentally creates new opportunities for 
more cognitive architectures, both physically and conceptually. For 
example, inspired by the sheer sizes of neural circuits, early work in 
cognition explored how brains might represent concepts and their 
relationships as sparse vectors in a high-dimensional space55. These 
hypervectors can have a dimensionality as high as 10,000, a number 
justified in part by the connectivities in neural systems. Working 
in such a large dimensional space (that is also subject to random-
ness and sparsity) leads to cognitive operations (binding concepts 
such as a person’s name and their gender) that can be accomplished 
through relatively simple operations such as multiplication, addi-
tion and permutation, forming an algebra over that space called 
hyperdimensional computing. The challenge in hyperdimensional 
computing is that these operations are nonetheless highly memory 
intensive, given both the dimensionality and the expected number 
of vectors (for example, the 100,000 words in the English language). 
Recent work has explored implementations of hyperdimensional 
computing with memristive arrays using the 3D vertical struc-
ture56,57 to both generate the random vectors and perform the mul-
tiplication, addition and permutation operations in situ. The ability 
to implement such a large-scale system in hardware clearly depends 
on the capability to scale up in three dimensions.

Fundamentally, the operation of memristors is driven by the 
internal ion redistribution in response to external stimulation. This 
makes it possible to ‘scale down’ the device, possibly down to the 
single-atom level. Note here ‘scaling down’ means not only reducing 
the physical device size, but also the ability to control the inner oper-
ations of the device at atomic scales58. Such level of precise control 
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will enable not only higher functional density, but also optimized 
device performance. For instance, device variability is due to the 
stochastic nature of the conductive filament formation process, and 
controlling the movement of individual ions can enforce predicable 
filament creation and minimize device variation. Previous studies 
have used graphene layers with controlled nanopores to control 
ion injection59, metallic nanoparticles to enhance the local electric 
field60 or aggressive scaling of the device to a size that allows only a 
single filament creation61. Understanding and control of the atomic 
processes can also help address the trade-offs that are often made in 
memristor devices. For example, lowering the set and reset current 
typically leads to a less-stable filament with a lower retention time 
due to spontaneous diffusion of the ions and atoms that leads to 
breakage in thin filaments. By confining the filament formation in 
atomically sized channels, it may be possible to improve the stability 
of the device even at very low programming current levels.

With increasing mastery and atomic control in memristors, 
another exponentially large space becomes available — the infor-
mation per cell. We refer to this as ‘scaling in’, as the density of 
information available for storage and processing increases without 
increasing the amount of materials and chip area being utilized. 
Physical degrees of freedom are turned into informational and com-
putational resources. A simple example is tuning the conductance 
range of a storage memristor. Binary conductance states (ON and 
OFF) give way to a range of intermediate conductance states that 
can encode more than 1 bit. Such multilevel behaviour has been 
exploited by a number of researchers62–64, showing repeatable state 
control from 5 different conductance levels (over 2 bits) to over 64 
levels (6 bits) for a single memristor. Physically, the continuum of 
conductances available can depend on parameters such as the den-
sity of free electrons, hopping sites, radius of the filamentary metal-
lic channel, width of the tunnel barrier and so on. These physical 
parameters, in the memristor formalism, are referred to as the ‘state 
variables’ of the system and each state variable can offer a unique 
mechanism for control and dynamics  tuning. An exponentially 
larger amount of information thus becomes available for every 
independent state variable that can be accessed in the system — for 
example, controlling the density of free electrons and the width of a 
tunnel barrier gives a combinatorially larger state space. Ultimately, 
the amount of information is limited by the total number of physical 
degrees of freedom in the system (proportional to the total number 
of atoms), but in practice, limitations will arise from the need to 

repeatedly control these state variables through, for example, elec-
tric field, current or temperature.

The role of chemistry and biological details
In bioinspired computing, one aims to mimic what is known about 
the brain and hopes that this will lead to a better computing system. 
However, how much biological detail is needed for a specific task 
is still an open question. For example, deep neural networks that 
only rely on the network topology but very little biological detail 
otherwise have been shown to be capable of performing tasks such 
as object classification in images with high accuracy after sufficient 
training43. However, recent developments have shown that even for 
deep neural networks, the more efficient training algorithms show 
striking resemblance to spiking-based learning rules observed in 
biology65. To a large extent, the debate over the role of biological 
details originates from two factors: the increased cost of imple-
menting bio-like properties, and the lack of understanding (from 
neuroscience) of how these properties lead to practical function-
alities. In this regard, the question may become easier to answer if 
one can faithfully mimic biological behaviours in hardware systems 
with little or no added cost — by using devices that natively possess 
biorealistic properties. Hardware systems based on such devices will 
offer new capabilities in artificial neural networks, and may even 
help accelerate the formulation and testing of hypotheses in neu-
roscience.

Recent findings at the device level show that it is possible to 
natively implement biorealistic properties in memristor devices 
without additional cost12. A representative example here is the cal-
cium effect. The calcium concentration in the post-synaptic neuron 
increases following a spiking event of the pre-synaptic neuron, then 
decays within a timescale of tens of milliseconds. If the post-synaptic 
neuron also fires within this time frame, the calcium concentration 
can be enhanced above a threshold that triggers synaptic potentia-
tion. The calcium concentration, and in turn the strength of the 
potentiation, depends on the relative timing of the pre- and post-
neuron spikes and this mechanism has been argued as the possible 
underlying process behind the observed spike-timing-dependent 
plasticity and rate-dependent plasticity effects66. This type of behav-
iour has been recently observed in so-called second-order memris-
tor devices12,67 and diffusive memristor devices68, where the rise and 
decay of one state variable (for example, local temperature) encodes 
the relative timing information and can subsequently modulate the 
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change of a second state variable that represents the synaptic weight 
(for example, filament size). This level of biorealistic implementa-
tion at the device level can be extremely attractive in realizing bioin-
spired networks without increasing system cost.

Another interesting example is to examine the role of chemis-
try in biological systems, where synaptic weights are measured by 
the activities of receptors that can bind to neurotransmitters, where 
the binding process and the receptor activity are in turn driven by 
chemical reactions, for example, enzyme-enabled biocatalytic reac-
tions69. From a device perspective, similar chemical reactions can 
help lower the energy required to operate the device and improve 
device reliability. For example, during resistive switching in a mem-
ristor, the device is converted from one stable state to another by 
overcoming an energy barrier between the two states70. The higher 
the energy barrier, the more stable the states are. However, a higher 
energy barrier means a larger bias voltage and, consequently, larger 
power is needed to program the device. By mimicking biology and 
using chemistry to assist the switching process, the effective energy 
barrier can be significantly lowered during switching, while a high-
energy barrier can be maintained after releasing the ‘gating’ chemi-
cal to ensure device stability. This kind of chemical ‘gating’ effect 
can be obtained by using ions with low energy barrier (for example, 
Li ions) to drive the charge–discharge redox reactions in the con-
duction channel in a battery-like fashion. In this case, switching can 
occur at a very low voltage (for example, 5 mV), resulting in excel-
lent power efficiency71.

Beyond synaptic behaviours, memristive systems can be used to 
implement neuronal elements that ultimately receive, process and 
transmit information in bioinspired computing systems. Neurons 
are primarily characterized as accumulating charge (as inputs from 
other neurons), and, after crossing a threshold, generating an action 
potential. Models of the neuron dynamics can vary widely in the 
level of biological fidelity. However, a critical ingredient to replicate 
neuron behaviour is active gain, whereby small input signals can 
— under the right circumstances — generate heavily amplified and 
dynamical outputs. Thus, a solid-state implementation of a neuron 
must meet some basic dynamical properties72.

To accurately describe the dynamical physics in memristors that 
can realize ‘neuronal’ properties, one important parameter is the 
local temperature in the device. Temperature strongly influences 
the electronic (transport) and ionic (mobility) properties and may, 
in turn, be strongly influenced by them as well. As a simple exam-
ple, when applying an increasing voltage sweep to a memristor, the 
rising Joule heating and local temperature activates the electronic 
transport, which further increases the Joule heating in a strong 
positive feedback mode. For some material systems, such as VO2 or 
NbO2, this process leads to an observed negative differential resis-
tance (NDR), generating a strong but volatile change in the con-
ductance. In fact, many forms of NDR can be ultimately described 
as a positive feedback-driven effect based on internal temperature 
coupled to the electronic transport73,74. Consequently, owing to the 
inherent positive feedback, only a small amount of input signal is 
needed to generate a large effect, thus supplying the needed neuro-
nal amplification alluded to earlier.

The neuristor75 is such an NDR-based circuit element that real-
izes many of the spiking behaviours of biological neurons, includ-
ing signal gain, and a refractory period between spikes. It can be 
composed of two NDR devices (for example, NbO2) with parallel 
capacitors to form complementary Pearson–Anson oscillators. A 
small input signal triggers the thermal runaway process described 
above, which leads to a temporary increase and then decrease in 
conductance of the system, similar to the opening and closing of an 
ion channel in a biological system. This process propagates a spike 
signal that can be coupled to other neuristors through (non-vola-
tile) synaptic memristors described earlier. Alternative approaches 
have also utilized the frequency of oscillations directly to measure 

the weighted sum of input synaptic connections and replace the role 
of integrate-and-fire neurons76. Thus, these approaches allow the 
full realization of a purely memristive neuromorphic architecture.

In addition, recent work has shown that a single NbO2 NDR ele-
ment coupled to a parallel capacitor can undergo chaotic dynamics 
rather than purely periodic oscillations77. This deterministic chaos 
can be controlled through the input bias voltage, and was shown to 
derive from coupling to thermal fluctuations, again with positive 
feedback that leads to amplified effects. Moreover, it was shown that 
such a chaotic NDR element can be used to perform the thresh-
olding function in a memristor-based Hopfield network. Such a 
network, where the weight matrix is implemented in a non-volatile 
memristor array, can solve combinatorial optimization problems 
such as the travelling salesman problem77. Such Hopfield networks 
are known to suffer from trapping in local minima, but the compact 
injection of chaotic dynamics can improve solution convergence, 
pointing the way towards a hardware accelerator for optimization 
problems. This can be related to similar concepts whereby stochas-
ticity, rather than chaos, can be viewed as a computing resource 
exploited in biological systems78. Scaling up (including in 3D) of 
such a system is a currently unrealized opportunity to both explore 
the highly coupled dynamics that can emerge in such a dynamic 
network, and to better understand real biological networks.

Conclusions
Memristor-based architectures have shown great potential for devel-
oping future computing systems past the von Neumann and Moore’s 
law era. Three possible implementations can be envisioned. In the 
short term, high-density, on-chip, non-volatile memories offered by 
memristors can significantly improve the performance of conven-
tional von Neumann-based computing systems, and may find appli-
cations ranging from high-performance machine-learning systems 
to low-power embedded chips for the Internet of Things. Further 
advances in device technology and architecture developments may 
lead to large-scale implementation of memristor-based neuromor-
phic computing systems. Specifically, memristive crossbars provide 
a native solution to implement massively parallel and power-effi-
cient vector-matrix operations that form the basis of neuromor-
phic operations. Moreover, carefully designed memristor devices 
can natively mimic the dynamics of their biological counterparts 
— synapses and neurons — and allow the network to develop com-
plex emergent behaviours and possibly be used as model systems 
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to test neuroscience hypotheses. Ultimately, we expect a memrist 
or-based general-purpose, in-memory computing platform (Fig. 4). 
This efficient and reconfigurable computing platform, which we 
termed memory processing unit, can perform different tasks — data 
storage, arithmetic, logic and neuromorphic computing — using 
the same physical fabric that is programmable at the finest grain, 
the individual device level, without the need to move data outside 
the fabric. It can be argued that architectures such as the memristor-
based memory processing unit is a natural  evolution of the com-
puting paradigm, following the same trend from central processing 
units to graphics processing units by moving towards finer-grained 
and highly parallel structures (Fig. 4).

We conclude by noting that biology has always served and will 
continue to serve as a great inspiration to develop methods for 
achieving lower-power and real-time learning systems. However, 
just as birds in nature may have inspired modern aeronautics tech-
nology, we eventually moved in new directions and capabilities for 
faster travel, larger carrying capacities and entirely different fuelling 
requirements. Similarly, in computing, modern application needs to 
go beyond those faced in nature, such as searching large databases, 
efficiently scheduling resources or solving highly coupled sets of dif-
ferential equations. Interestingly, some of the observed characteristics 
in memristors may similarly provide ‘beyond biology’ opportunities 
in computing, taking advantage of the novel device dynamical behav-
iour and the network topology inspired by biology. In this regard, 
concepts such as the memory processing unit represent truly excit-
ing opportunities down the road. To achieve these and other new 
computing systems of the future will require persistent and creative 
research that goes beyond any single discipline, and must include 
insights from neuroscience, physics, chemistry, computer science, 
and electrical and computer engineering, among others.
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